
Computer Networks 129 (2017) 548–571 

Contents lists available at ScienceDirect 

Computer Networks 

journal homepage: www.elsevier.com/locate/comnet 

Model driven flexible design of a wireless body sensor network for 

health monitoring 

Ahmed Harbouche 

a , Noureddine Djedi b , Mohammed Erradi c , Jalel Ben-Othman 

d , ∗, 
Abdellatif Kobbane 

c 

a Department of Computer Science, LME Lab., Hassiba BenBouali University, Chlef, Algeria 
b Department of Computer Science, Mohamed Khider University, LESIA Lab., Biskra, Algeria 
c ENSIAS, Mohammed V University of Rabat, Morocco 
d L2TI lab., University of Paris 13, Paris, France 

a r t i c l e i n f o 

Article history: 

Received 12 January 2017 

Revised 1 April 2017 

Accepted 15 June 2017 

Available online 28 June 2017 

Keywords: 

WBSN 

Health monitoring 

Sensors 

Mobile data collector 

Behavior derivation 

Model-driven engineering 

Verification 

a b s t r a c t 

The Wireless Body Sensor Network (WBSN) is a wireless network that is designed to allow communica- 

tion among sensor nodes that are attached to a human body to monitor the body’s vital parameters and 

environment. The design and development of such WBSN systems for health monitoring have received 

a large amount of attention recently, in research studies and in industry. This attention is mainly moti- 

vated by costly health care and by recent advances in the development of miniature health monitoring 

devices as well as emerging technologies, such as the Internet of Things (IoT), which contribute to the 

main challenges of 5G. The existence of an explicit approach to address the required software design and 

verification should be very beneficial for the construction and maintenance of such systems. This paper 

presents a preventive health care system that has a flexible design. The proposed system is based on an 

architecture that has heterogeneous nodes and provides both daily continuous monitoring as well as spe- 

cific controls. We defined a model to describe the WBSN’s global behavior. An important aspect of this 

work is that we propose a model-driven engineering (MDE) approach to address the derivation of each 

node’s behavior in the WBSN from the WBSN global behavior. This approach allows developers to obtain 

a system design from the global specification of its requirement. To ensure the conformance of this de- 

sign to its specification, the derived behaviors should be validated and verified before their deployment. 

In fact, formal methods are powerful tools for software engineers to verify the logical correctness of con- 

current software at different levels of its life cycle. Model checking is one of the most powerful formal 

methods for verifying the logical correctness of such concurrent systems. In this work, we make use of a 

model checking approach that is based on a model transformation to validate the automatically derived 

behavior of a WBSN for health monitoring. This model-driven approach will check whether the derived 

system behaves correctly according to its global specification, while the objective is to increase the sys- 

tem’s performance and QoS. This approach allows the developer to reason about a model of the global 

system rather than about the system itself. 

© 2017 Elsevier B.V. All rights reserved. 

 

 

 

 

 

c  

f

 

l  

s  

C  
1. Introduction 

Health care monitoring systems can monitor a patient’s health

status. The increasing demand for solutions in the health care in-

dustry is motivated by the high cost of health care, the growing

and aging population and the increase in chronic disease patients

around the world. Because of these factors, traditional health care
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annot provide the desired scalability. Therefore, there is a need

or high performance, low cost and effective health care solutions. 

A Wireless Sensor Network (WSN) consists of a number of wire-

ess sensors in addition to a communication infrastructure. The

ensors measure and record the conditions at diverse locations.

ommonly, such measures are environmental (e.g., air quality, tem-

erature and humidity) and human vital functions (e.g., heart and

rain signals). A WSN is capable of sensing, processing and com-

unicating. The collected data are transmitted to a base station

r a computer, to help it to analyze and react according to the

onditions observed in an environment. Wireless Sensor Networks

WSNs) have paved the way for progress in various aspects of
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onitoring. Many WSN-based monitoring applications have been

eveloped in different fields of application to gather data on the

onitored environment. These applications include, but are not

imited to, military applications [1] , global climate monitoring ap-

lications [2] , applications in underwater networks [3] , and appli-

ations in structural health monitoring [4] . 

Health care monitoring systems using Wireless Sensor Net-

orks have been designed to provide vital body function surveil-

ance. Wireless body sensor networks (WBSN) for health monitor-

ng enable constant monitoring of the health conditions of people.

hey can comprise various types of on-body and ambient sensors

hat are deployed around the patient. Commonly, the conditions

onitored by the WBSN systems include diabetes, cardiac arrhyth-

ia, sleep apnea, asthma and physiological signals or parameters

such as blood pressure, body temperature, heart activity, respira-

ion rate, oxygen saturation, and brain activity). These parameters

an be monitored remotely by doctors and caregivers without af-

ecting the patients’ activities. In fact, these systems have signifi-

antly minimized human errors, allowing better understanding of

he origins of diseases. 

A variety of Wireless Body Sensor Networks (WBSNs) has been

eveloped in recent years. They aim to monitor a specific disease

r a set of physiological signals of the patients at their homes [5–

] , to perform daily physical activity recognition and heart moni-

oring [8] . These systems must satisfy certain criteria while oper-

ting under significant hardware resource limitations [9,10] : 

1. The security and the privacy of the measured personal medical

data must be guaranteed by the system, and 

2. The energy consumption must be minimized to increase the

system’s operational lifetime. 

The design of WBSN systems is a very complex task. Designers

f such systems should account for these limitations when build-

ng increasingly reliable systems. However, a majority of studies in

his area are focused on implementation issues, and they rarely

ddress a methodology for the construction and maintenance of

uch systems. Most of these systems are developed by selecting the

ost appropriate target platform first and, then, its specific oper-

ting system (e.g., TinyOS) and programming language (e.g., NesC).

he existence of an explicit architecture should be very beneficial

or the construction and maintenance of large WBSN systems. Such

rchitectures should provide techniques and approaches to address

oftware design and verification. 

The work presented in this paper contributes to the design and

alidation of WBSN-based preventive health care applications. We

rst propose an architecture that has heterogeneous nodes to build

 preventive health monitoring system with a flexible design. The

roposed health monitoring system is designed to perform daily

ealth monitoring as well as specific controls for patients in a hos-

ital. It is a WBSN architecture based on a mobile data collector.

he mobile collector is used to save the resources (energy con-

umption) of the sensors. The sensor nodes can be awoken only

hen they expect the data collector to be present. 

Second, a model-driven engineering (MDE) approach is de-

cribed. This approach aims to derive the WBSN component be-

avior (sensors, data collector, and so on) from the WBSN global

equirements. The requirements level and its transformation to the

esign level are the first step to generating a quality design of a

omplex system. The requirements specifications describe the sys-

em’s global behavior. Usually, the global behavior of a distributed

ystem is achieved by a set of collaborative components. Such

lobal behavior can be decomposed into partial behaviors that are

erformed by the system’s components. A manual decomposition

f the behavior can lead to design errors. Therefore, an automatic

ransformation approach is needed to derive the behaviors of the

omponents from the system’s global requirements. The use of a
oftware engineering approach to support such a derivation pro-

ess can lead to a highly platform-independent design. Addition-

lly, it promotes the reuse of software modules with which a de-

ived behavior model can be reconsidered on different platforms. 

Software designers know from experience that, most likely, any

oftware system does not work well after the first successful com-

ilation, nor the second or third. Sometimes, it takes a while to

iscover how seemingly correct software can fail in subtle ways.

mall defaults can hide for years and appear at the most incon-

enient moment when they are least expected. However, there are

ases in which such defaults are not acceptable, such as is e-health

pplications or critical economical applications; defects in software

an lead to a loss of life or can cause significant economic damage.

iven Wireless Body Sensor Networks (WBSNs) that enable con-

tant monitoring of the health conditions of people, the most im-

ortant challenge is to find ways to make these applications more

eliable. The verification of such a system involves design valida-

ion. This verification checks whether a system design satisfies the

ystem’s requirements. (If it does not, then it is desirable to find

ut early in the design process!) These tasks, system verification

nd design validation, can be accomplished using the techniques

f simulation and testing. 

The time-honored techniques of simulation and testing are very

seful debugging tools for the early stages of system design and

erification. They involve checking the system’s behavior on a large

et of expected inputs. However, while a system is being refined,

he remaining bugs become fewer and more difficult to uncover.

 major gap in the process of using simulation and/or testing for

erification and validation is that there is no way to tell when all

f the bugs in the system have been found. In other words, test-

ng and simulation can be used to demonstrate the presence of

ugs but not the absence of bugs. Quite simply, it has been proven

hat testing and simulation cannot be used to guarantee an ultra-

igh level of reliability within any realistic period of time [11] . For

ome systems, this limitation is an acceptable risk. For those sys-

ems, it is sufficient to reduce the bug level to be below a certain

easurable tolerance. For other systems, such as life-support sys-

ems (e.g., WBSN), where the reliability is key because failure is

otentially catastrophic and not tolerated, an absolute assurance is

equired that the system follows its specification via an examina-

ion of all possible behaviors, including those that are unexpected

r unintended. This assurance can be accomplished reliably using

ormal methods. 

Formal methods are powerful tools for software engineers, and

re used to verify the logical correctness of concurrent software

nd to make the software work correctly. While there is a range

f different techniques for formal verification, model checking is

ne of the most powerful formal methods and is especially well-

uited for the automated verification of finite-state systems. Model

hecking requires sophisticated algorithms that are based upon

utomata theory and logic to check the models, but not pro-

rams [12] . The models are high-level descriptions of a system.

hese models represent faithfully the system, while remaining suf-

ciently concise to enable its correctness to be checked. Model

hecking is the preferable verification method where applicable

or two reasons. First, it is significantly more efficient and cost-

ffective to perform verification as early as possible in the system

esign process, thereby avoiding the possibility of discovering an

rror that requires a redesign in the completed system. Second, it

s simpler and easier to reason about a model of the system rather

han about the system itself because the model includes only the

elevant features of the larger system and because the model is

asier to build and redesign as necessary [13] . 

The Model-Driven Engineering (MDE) approach provides mod-

ls that define the requirements, the design, the deployment and

he implementation of a given system. Each model describes the
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system at a given level of abstraction. Therefore, model transfor-

mations are needed between the different levels of abstraction to

obtain final application code from the system requirements model.

Each level of abstraction is described using a specific meta-model.

Thus, applying an MDE approach requires the definition of the ap-

propriate meta-models and the corresponding model transforma-

tions. This work focuses on the early development phases of a

WBSN system, especially in the case of obtaining a system design

from a global requirement specification. It proposes an MDE ap-

proach to derive the behavior of the WBSN components by trans-

forming the WBSN global requirements model to the design model.

The WBSN global requirements model describes the functional be-

havior of a given WBSN in an abstract way. The design model rep-

resents the local behavior of each component in the WBSN. These

derived system components execute in a distributed environment.

The concurrency aspects make these applications difficult to build

and apply correctly. The most important challenge is to find ways

to make these derived behaviors more reliable. This goal involves

checking whether the derived system in question behaves as it was

designed to behave. All of these reasons motivate our work for the

use of an MDE approach that facilitates the derivation and verifi-

cation of the WBSN system components behavior. 

This paper presents an MDE approach to verify and validate the

derivation process. It involves checking whether the collaboration

of the derived behaviors satisfies the initial system’s global speci-

fication. If it does not, then it is desirable to find out early in the

design process. The MDE approach describes a process based on

model-driven checking for verifying and analyzing the logical con-

sistency of the derived WBSN system. The challenge for the design-

ers is to develop models that faithfully represent the system, while

in this case, these models are automatically derived from the sys-

tem’s global behavior. There is no time to spend during the design

of these models to ensure that they sufficiently describe the sys-

tem. The MDE verification process is mainly based on automatic

model transformations of the derived models to specific models

that are needed by a model checker to accomplish the verification.

Afterward, model checking is used to analyze the derived behavior

and therefore checks whether this behavior conforms to the global

system specification. 

We carefully consider each step in the end-to-end system ar-

chitecture design, the processes of model-driven derivation and

then verification (checking), while giving the big picture before

the lower-level details of each step. Therefore, the structure of

this paper is as follows. Section 2 reviews the related studies.

Section 3 describes the system architecture design. Section 4 gives

an overview of the WBSN derivation and the verification processes.

Next, we present the derivation process and how the design mod-

els are obtained from the WBSN global specification in Section 5 .

Section 6 discusses the different steps of the verification process

while specifying the behavior properties in linear temporal logic.

The code generation process and the implementation are presented

in Sections 7 and 8 . Finally, we conclude with a discussion in

Section 9 . 

2. Related work 

The studies presented in [14,15] propose the use of the data-

MULE system. The studies in [16,17] use the message ferrying

scheme. In these two approaches, the data-MULE and the message

ferries gather data from the sensor nodes while moving around the

network area. These approaches are designed only to provide the

service of message relaying in networks. At the same time, the mo-

bile sink can consume the collected data for its own purposes or

make the data available to the remote users. 

In [18,19] , one or multiple mobile sinks move throughout the

WSN to gather data from static sensor nodes that are deployed
n the network area. In the proposed architecture, we have made

se of a mobile data collector to gather the data in the WBSN sys-

em. This solution was extended by a human presence (the nurse).

 human presence can add value to this architecture by analyz-

ng the collected data and making some urgent decisions. We also

rovide an approach to designing, deriving and verifying the sys-

em behavior. This approach derives the behavior of each WBSN

omponent from the WBSN global behavior for various functioning

cenarios of the hospital. The verification validates the derived sys-

em’s design by checking whether it satisfies the system’s require-

ents and making the system more reliable. It is very desirable

o perform verification as early as possible in the system design

rocess, thereby avoiding the possible discovery of an error in a

ompleted system that would require a redesign. 

WSNs are very efficient in supporting various day-to-day appli-

ations. WSN-based technologies have revolutionized home and el-

erly health care applications. Various publications in this research

rea have been proposed to monitor human vital body parameters

t home, for elderly patients or in a health care center. These pro-

osed methods and their implementations have facilitated health

are systems. For continuous and real-time monitoring of health,

he authors of [20] have developed a smart shirt that measures

he ECG (Electro Cardio Gram) and acceleration signals. The shirt

s composed of conductive fabrics to obtain the body’s signal from

lectrodes and consists of sensors for online health data monitor-

ng. The observed and measured data are transmitted in an ad-

oc network for remote monitoring. An Android device is used

o analyze the ECG signals from a mobile monitoring terminal, as

entioned in [21] . In [22–25] , applications of Wireless Sensor Net-

orks for health-care monitoring at home are presented. They pro-

ide continuous health monitoring of patient in their home with-

ut restricting their activities and body movements. These studies

re based on the use of a static data collector to gather the data.

hey are focused only on the implementation issues. In contrast to

uch work, our proposal was designed to allow the health monitor-

ng of patients at a hospital. It also uses a mobile data collector and

rovides a development approach to derive and verify the behavior

or the WBSN components, to make the system more reliable. 

In [26] , the authors proposed a Wireless Sensor Network per-

onal health monitoring system for the collection and dissemina-

ion of medical sensor data. This system allows data storage cor-

elation and dissemination as well as timely alerts, when the pa-

ameters are breached. The implementation and analysis of a WSN-

ased e-Health application has been described in [27] . The authors

f [28] illustrate the design and implementation of an e-health

onitoring networked system. The architecture for this system is

ased on smart devices and wireless sensor networks for real-time

nalysis of various parameters of patients. Although these studies

resent e-health monitoring networked systems, they are focused

n the implementation issues. They do not address the design and

aintenance of such systems. In addition to these studies, we pro-

ide a model-based approach to derive the WBSN behavior from

ts global specification and to verify whether the derived system

ehaves correctly according to its global specification, while the

bjective is to increase the system performance and QoS. 

The studies in [29–32] present an MDE approach to WSN ap-

lication development. They addressed only the design and devel-

pment of static WSNs. These studies are focused only on model

ransformations and their results and do not provide the means to

alidate the transformations. The proposed model-driven approach

erives the components’ behaviors. It increases the system dynam-

city by the automatic derivation of the behavior for the differ-

nt functioning scenarios of the hospital. In addition to the be-

avior derivation, we propose a model-based method to validate

nd verify the results of the model’s transformation. This verifi-

ation approach is needed to check whether the obtained system
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Fig. 1. WBSN floor architecture. 
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fter transformation behaves as it was expected to behave. Model

hecking is one of the most powerful formal methods to be used

n the verification of concurrent and distributed systems. 

However, research thus far in system verification focuses mostly

n verification and techniques that use an automaton to achieve

he verification [13,33–37] . These investigators were not interested

n the model creation, which is an important step in the verifi-

ation process. In this proposed approach, the software designer

pends no time on the system design. The design model is au-

omatically obtained from the requirements specification. The re-

uirements specification describes the WBSN global behavior at an

bstract level. In our approach, we take advantage of the derivation

rocess, which transforms the WBSN global behavior into a set of

BSN component behaviors. The whole system is then modeled

y a set of communicating models. Thus, only such a sequence of

odels must be checked. This arrangement leads to reducing the

tate space of the WBSN to be checked by decomposing the global

ystem model into multiple concurrent processes that provide the

xact same behavior in the global WBSN. Therefore, it is better to

odel the whole WBSN with a set of communicating models that

epresent its subsystems than a single model. 

. WBSN architecture design 

A hospital is composed of many floors. Each floor consists of

 number of patient rooms. It is structured as shown in Fig. 1 .

he sensors are embedded in and around the environment of the

atient and in his body as well. They can be classified into two

ypes: medical sensors and environmental sensors. The medical

ensors monitor the vital parameters of the patient, whereas the

nvironmental sensors monitor the parameters of the room, in-

luding the room temperature, oxygen levels and beyond. A care-

iver equipped with a wireless node, for example, a personal digi-

al assistant (PDA), a smart phone or a pocket PC gathers the data

easured by the sensors. This mobile data collector can either con-

ume the collected data for its own purpose (displays the physio-

ogical information on a user interface) or transmit it to a medical
enter. The doctors consult the medical center to display the pa-

ient status and to make appropriate care decisions. 

There are four basic users in this architecture: patients, nurses

caregivers), doctors, and technicians. 

1. Patients are equipped with sensors. These sensors are medical

and environmental sensors. The medical sensors are attached to

the patient to measure vital body parameters, whereas the en-

vironmental sensors are embedded in and around various loca-

tions in the patient’s room. These sensors produce raw values

of data that are transmitted to the data collector by wireless

links. Taken together, these values present the real-time situa-

tion of the patient at all times. The sensor nodes with the data

collector form a body sensor network (BSN) in the basic config-

uration of a star topology. 

2. Nurses or caregivers are equipped with a mobile data collector.

This mobile data collector gathers the measured data from the

sensors and converts it into meaningful metadata. The sensor

data contain only values of the measured parameters, with no

patient information or measurement time. The mobile data col-

lector adds values, such as a unique identifier, the type of pa-

rameter being monitored, the time and unit of measurement, to

make the information meaningful. Then, it transmits the meta-

data to the medical center. The communication between the

BSN and the medical center can be accomplished using WLAN,

GSM, or other systems, which can offer wide coverage. The use

of a smart device to collect the data can also be used for local

processing of data to analyze the health condition of the pa-

tient. 

3. Doctors consult the medical center to display the patient status.

They prescribe medicines or provide suggestions to the patient,

which correlate with the values of the parameters that are be-

ing received from the sensors. Based on the previously recorded

data of the patient, the doctors offer advice by comparing the

previous trends with the current trend in the sensor data. 

4. Technicians consult the medical center to detect any sensor fail-

ures. They will respond to an alarm or malfunction of a sensor.

We have categorized the architecture of our system into three

ayers based on the functionality of the components being used.

he figure ( Fig. 2 ) illustrates the three layers used in our architec-

ure: 

1. The Perception Layer: The first layer at the bottom of the hier-

archy consists of medical and environmental sensors that col-

lect real-time data. The medical sensors are used to analyze the

health of the patient by measuring various vital body parame-

ters. These sensors include the heart rate monitor, blood pres-

sure sensor, ECG module, and thermometer. The environmen-

tal sensors monitor the surroundings of the patient and ensure

that the patient is in healthy condition. These sensors include

gas detection sensors, temperature sensors, and so on. The data

accumulated by the sensors are collected by the data collector,

which converts the data into meaningful information. The data

collector attaches some information to the measures to distin-

guish between the raw values; for example, it adds a unique

patient identifier to distinguish which report is for which pa-

tient. Then, it relays the metadata to the medical center. Hence,

the data collector acts as a gateway for the system between

layer 1 and layer 2 of the architecture. 

2. The Processing Layer (Medical center): This layer stores the

medical history of the patient as well as the current records of

the monitored parameters. These records store (i) medical re-

ports, (ii) medical prescriptions and (iii) medicines to which the

patient is allergic. This storage plays a central role in emergency

responses and hospital monitoring system because it allows

to compare data collected from the sensors with the stored
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Fig. 2. WBSN for health monitoring architecture. 
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thresholds for the parametric values. The data are then relayed

to this layer to be used by the doctors and service applications

(third layer of the architecture). 

3. The e-health Services (users and services): The third layer of

the system is a layer that offers services for the use of the

monitored data provided by the processing layer. It consists of

nurses, doctors and technicians. This layer offers several ser-

vices to the patient. It involves prescribing medicines or pro-

viding suggestions to the patient by the doctors. These medical

prescriptions are made according to the values of the parame-

ters that are being received from the sensors. There is also an

immediate response of the doctors and nurses in the event of

an emergency and technicians in the case of a sensor failure.

The staff monitors these alarms for each of the patients and

supplies the patient with the required medication to address

the situation. 

The proposed architecture minimizes the measurement errors

by collecting data from a nurse equipped with a data collector. The

presence of humans allows analysis of the measured data, notes on

the patient’s status and performing maintenance on the network

if necessary (e.g., to correct a wrong position of a sensor). Assis-

tance is directly requested to other caregivers when an anomaly is

observed. On the other hand, in ordinary hospital functioning, the

sensors are awakened only in the presence of the mobile data col-

lector, which minimizes the energy consumption in the WBSN sys-

tem. In this case, the nurse gathers data from sensors once a day

and transmits the data to the medical center. Doctors can view the

data to observe a patient’s status. In other cases, the sensors can

be awoken periodically to make measurements, store them in their

private memories and send them to the collector. Thus, the ordi-

nary functioning of the system can be enriched by new constraints,

such as the treatment of alarms, critical cases and emergencies. 

The WBSN system can give rise to several approaches to oper-

ating the hospital (ordinary hospital functioning, functioning with

periodic measurements, functioning with alarm processing, func-

tioning with handling emergencies, and so on). Each scenario de-

scribes a WBSN global behavior. Such global behavior can be de-

composed into partial behaviors that are performed by the differ-
nt system components or roles (Sensor, Data collector and Doc-

or). A manual decomposition of the behavior can lead to design

rrors. Therefore, an automatic transformation approach is needed

o derive the behavior of these components from the system’s

lobal behavior. 

The distributed nature of WBSNs and the different scenarios

hat they could have makes it difficult to correctly design and de-

elop WBSN systems. Many proposals for WBSN systems for health

are at home have been developed. They are mainly focused on

mplementation issues, and they rarely address the development

rocess. The development of such a system with various scenarios

s an increasingly complex task. The use of a software engineering

pproach to support the design and verification of WBSN systems

ould lead to a highly platform-independent design and promotes

he reuse of software on various platforms. The Model-driven En-

ineering (MDE) approach can contribute to solving this problem

y allowing designers to build and validate WBSN applications. 

This paper presents an MDE approach to derive the behavior of

he WBSN system components by transforming the WBSN global

equirements model to the behavior model of each component. The

BSN global requirements model describes the functional behav-

or of a system in an abstract way. This approach will allow devel-

pers to build more flexible and reusable designs. A formal model

hecking method is then used to verify that the derived behaviors

atisfy the system specification. 

. The model-driven derivation and verification approach 

verview 

The Wireless Body Sensors Network systems development is an

ncreasingly complex task. The WBSN systems global behavior is

ot achieved by a single component but by a set of collabora-

ive components. The development of such complex systems re-

uires the decomposition of the WBSN global behavior into par-

ial behaviors that are performed by the different system compo-

ents. The construction and maintenance of such systems require

he existence of explicitly stated development methodologies. Such

ethodologies should provide techniques and approaches that ad-
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Fig. 3. The model driven derivation and verification approach. 
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Fig. 4. WBSN derivation process. 
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ress the automatic derivation of the system components’ behav-

ors. The use of a software engineering approach to support such

 derivation process could lead to highly platform-independent de-

igns. Furthermore, the most important challenge is to find ways to

nsure that this derived software runs without any errors. These

erived WBSN components execute in a distributed environment.

he concurrency aspects make these applications difficult to get

ight. All of these reasons motivate our work for the use of an

DE approach first to derive the behavior of each system compo-

ent and then to validate this derivation. The validation achieves

he formal verification of the system components’ behaviors. Fig. 3

hows an overview of the model-driven derivation and verification

pproach. 

The behavior of the system components is obtained by trans-

orming the system global requirements model, the WBSN global

ehavior, to the design model, the behavior of the system com-

onents, in which each component is described by its role in the

ystem. The WBSN global requirements model describes the func-

ional behavior of a given system in an abstract way. The design

odel represents the local behavior of each system role. The ver-

fication process can ensure that the collaboration of the derived

ehaviors should satisfy the initial requirements model. 

Model checking is one of the most powerful formal methods

sed in the verification of concurrent and distributed systems.

herefore, the first step in model checking is to create a system

odel to be verified. The challenge is to write a model that de-

cribes only the relevant features of the larger system, and a fur-

her challenge is that the model is sufficiently detailed to represent

he system faithfully. However, the model is created, this model

an cause the creation of an astronomical number of states dur-

ng model checking (the state explosion problem), which cannot

e supported by the computer memory. Fortunately, real computa-

ions cannot have an infinite number of distinct states, for the sim-

le reason that the computer memory is finite. The state explosion

roblem leads to halting the model checking. This problem can be

itigated during the modeling phase by reducing the state space

o be as small as possible. Reducing the state space is achieved by

odeling only the relevant aspects of the system [34] . 

In the proposed approach, the designer spends no time on the

ystem design. The WBSN design models are automatically ob-

ained from the requirements specification. The requirements spec-

fication describes the WBSN’s global behavior. To represent the

ystem’s global behavior, we suggest the use of UML collaborations

s the main activities in UML activity diagrams for the construc-

ion of the requirements models. Unified Modeling Language (UML)
s a modeling language which provides system architects, software

ngineers, and software developers with tools for analysis, design,

nd implementation of software based systems as well as for mod-

ling business and similar processes [38] . A given collaboration de-

cribes the structure of the collaborating components. Each com-

onent performs specific processing, and all of the system compo-

ents realize the desired functionality (WBSN global behavior). The

ollaborations are very appropriate to model the requirements be-

ause they provide a structural framework for such requirements,

hich embody both the behavior of each component and the in-

eractions between the components. This arrangement allows de-

cribing a given WBSN global requirement at an abstract level. 

The reduction in the state space during the modeling step can

ometimes be insufficient and cause the state explosion problem.

o resolve this problem, it is better to use another technique to re-

uce the state space. This technique consists of representing con-

urrent system components independently to take maximum ad-

antage of the reduction in the system model’s size. This reduction

echnique consists of decomposing the WBSN global model into

ultiple concurrent models that have the exact same behavior as

he global system. Therefore, it is better to model the whole sys-

em with a set of models of different independent and communi-

ating subsystems than a single model. In our approach, we take

dvantage of the proposed derivation process, which transforms

he requirements model into a set of WBSN component behav-

ors. Synchronization messages are included in the derived models

o ensure the system’s synchronization. The whole system is then

odeled by a set of communicating models. Thus, only one such

equence of models must be checked. 

The final stage of the approach is to proceed with the code gen-

ration for a specific platform once the results of the verification

how that the system is reliable. 

. The WBSN derivation process overview 

We have defined a model-driven approach to derive the behav-

or of the WBSN components. This MDE approach derives the be-

avior of the WBSN components by transforming the WBSN global

equirements model to the WBSN design model. The appropri-

te meta-models have been defined at each level of abstraction

ith the corresponding model transformations. This approach al-

ows designers to describe the WBSN global behavior using the re-

uirements model. The requirements model is then automatically

ransformed to the behavior of the WBSN components. A set of

ules is defined to manage the model transformations during the

erivation process. The derivation process ( Fig. 4 ) is achieved by

he following: 

1. The definition of the requirements meta-model (source): This

meta-model describes the WBSN global behavior at a high level
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Fig. 5. The requirements meta-model. 
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of abstraction. It is defined by a UML activity diagram extended

with collaborations. 

2. The description of the design meta-model (target): This meta-

model describes the local behavior of each system role or com-

ponent. It is the UML state machine meta-model. 

3. The definition of the model-to-model (M2M) transformation

rules: These rules map the concepts from the requirements

meta-model to those of the design meta-model. These trans-

formation rules will govern the derivation process. 

5.1. The basic meta-models 

The meta-models used in the derivation process are the re-

quirements meta-model and the design meta-model. The sug-

gested requirements meta-model is defined by a UML activity dia-

gram that is extended with collaborations. The design meta-model

is the UML state machine meta-model [38] . The definition of the

requirements meta-model describes the WBSN global behavior at

a high level of abstraction. The requirements meta-model provides

the needed concepts to describe the system without considering

any design concepts or information about the target platform. At

this stage, the models must give a clear picture of the WBSN global

behavior and the collaborations between the components. 

The proposed requirements meta-model ( Fig. 5 ) provides the

appropriate classes and their associations that are used to describe

the behavior of a collaborative WBSN system. Such a requirements

meta-model is considered to be the source meta-model of the

derivation process. The WBSN global behavior is then described

by a UML activity diagram that is extended with collaborations

concepts. The collaborations are used as the basic activities in the

activity diagram meta-model. They involve multiple collaborative

roles. Each Collaboration is composed of one or two collaborations

(sub-collaborations). A Sub-collaboration can consist of some ac-
ions that are accomplished by the collaborating roles. The roles

epresent the different system components. The UML activity dia-

rams are well suited to represent the choreography of collabora-

ions and sub-collaborations when describing the system’s global

ehavior. They can express sequential behavior, alternative behav-

or, competing behavior (parallel composition), or repetitive behav-

or, as well as interruptions. The WBSN global behavior model is

efined as an activity diagram in which the actions are structured

ollaborations. 

In the WBSN system for health monitoring, each functioning

cenario is expressed with collaborations among the system com-

onents (sensor, data collector, doctor, medical center). The fol-

owing collaborations are distinguished in the ordinary function-

ng scenario, where each collaboration describes the interactions

mong the system’s components. 

• Sensor activation by the data collector, 

• Measure of the medical and environmental parameters, 

• Data collection from sensors, 

• Transmission of collected data to the medical center, 

• The doctors consult the medical center to display the patient’s

status, 

• The doctors provide an adequate decision and suggestions to

address the patient situation, 

• Collaboration between doctors and caregivers to respond to an

emergency. 

The behavior of the various components of a given WBSN that

esults from the derivation process are modeled using UML state

achines. The UML state machine meta-model was selected as

he design meta-model. It is a platform-independent modeling lan-

uage. Thus, the generated models provide a clear description of

he WBSN component behaviors without any information about

he implementation platform. 
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Fig. 6. WBSN system global behavior. 
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.2. The derivation process 

The designer specifies, in the first step of the derivation process,

he global requirements model that describes the WBSN’s global

ehavior. The Figure ( Fig. 6 ) represents the WBSN global behavior

or ordinary hospital functioning. This behavior is modeled by an

ctivity diagram whose core activities are collaborations and sub-

ollaborations. 

The second step of the derivation process achieves the

odel-to-model transformation. The model-to-model transforma- 

ion (M2M) transforms automatically the WBSN requirements

odel into design models. We have defined a set of transforma-

ion rules to govern this transformation. The derivation process in-

ludes synchronization messages in the WBSN derived behaviors

o ensure coordination between the WBSN components. 

A derivation algorithm has been designed to achieve the deriva-

ion process. It derives the behavior for a given component in the

BSN. This algorithm applies the appropriate transformation rule

or each concept described in the WBSN global behavior model

Mg) and generates the corresponding concept in the target de-

ign model (Md). This design model conforms to the UML state

achines’ meta-model (MMd). Each collaboration concept is trans-

ormed into a composite state with the same name as the trans-

ormed collaboration. This composite state consists of a UML state

achine that is the result of the transformation of the different

oncepts embedded within the corresponding collaboration. Dur-

ng the transformation of a sub-collaboration, the algorithm trans-
orms the component actions. Coordination messages are included

n the different states to ensure synchronization between the de-

ived behaviors. Transitions and control states are generated to in-

erconnect the generated states. 

The transformation rules are defined according to the different

ases of choreography expressed in the UML activity diagrams. We

ave identified sequential, choice composition, parallel composi-

ion and repetition behaviors. For each case, we have designed a

et of M2M transformation rules to achieve the WBSN derivation. 

To define the transformation rules, we must to distinguish be-

ween the roles (components) in a collaboration: 

efinition 1. A starting role is a role that accomplishes an initial

ction in a collaboration or in one of its sub-collaborations [39] . 

efinition 2. A terminating role is a role that accomplishes a final

ction in a collaboration or in one of its sub-collaborations [39] . 

The sets of starting (SR), terminating (TR) and participating

oles (PR) are calculated as in [39] . These sets are determined for

 given collaboration according to the type of sequencing operator

sed in the WBSN requirements model. Two types of sequencing

re distinguished [40,41] : Strong and Weak sequencing. 

efinition 3. Strong sequencing implies that all sub-activities of

n activity A1 are finished before an activity A2 can begin. 

efinition 4. Weak sequencing specifies that an activity A2 will be

xecuted after another activity A1. Weak sequencing provides only
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Algorithm 1 The derivation algorithm. 

Init r = component_name; 

for all Concept= collaboration C in Mg do 

Generate a composite State S in Md conform to MMd ; 

S.N ame = C.N ame ; Generate (Initial State) in S; 

if type_collaboration C = sub-collaboration then 

for each action a in C do 

Transform (a, a’) 

end for 

else 

for each C ′ in C do 

Transform(C’, S’, Messages) ; 

end for 

end if 

if Messages � = Nil then 

Integrate the coordination messages in S 

end if 

Generate the transitions to connect the states in S; 

Generate (Final State) in S; 

end for 

for all Concept= Controlflow or ControlNode in Mg do 

Transform(controlflow, Transition) ; 

Transform(controlNode, ControlState) ; 

end for 
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a local order of activities for each system component and does not

imply a global order. 

Two coordination messages are used in the derivation process

to ensure synchronization among the WBSN components. We use

the same type of coordination messages as introduced in [39] .

Each coordinating message contains the following parameters: (a)

Source component (Sr), (b) Destination component (Dr), and (c)

name of the state it belongs to (St). 

1. Flow message for coordinating strong sequencing, named

Flowm(Sr, Dr, St). 

2. Choice indication message for propagating the choice to a com-

ponent that does not participate in the selected alternative in

the choice composition structure, named Choicem(Sr, Dr, St). 

Next, we present the rules needed to derive the behavior of the

different com ponents that are involved in a WBSN global require-

ments specification for the cases of strong and weak sequencing.

Each rule is provided to perform a model-to-model transformation

for a participating component r in a collaboration C i . The transfor-

mation of the collaboration concept triggers the transformation of

its sub-collaborations. This property requires the definition of re-

cursive transformation rules. 

Case 1: Strong sequencing between two collaborations. 

The strong sequencing consists of two collaborations ( C 1 and

C 2 ) linked by a control flow labeled Strong. Each collaboration can

be composed of other collaborations or sub-collaborations. 

Rule 1: The source collaboration C 1 is transformed into the

composite state S 1 , for a terminating role r in C 1 . This state will

hold the actions performed by the role r after the transforma-

tion and include the actions of sending the coordination messages

Flowm . The coordination message Flowm is sent by the role r to the

starting roles of the target collaboration C 2 (except not to itself if

it belongs to the set of roles). 

If r ∈ TR( C 1 ) then Transform( C 1 , S 1 , Send(Flowm(r, r’, S 2 ))) ∀ r’ ∈
(SR( C 2 ) - r); 

Rule 2: The target collaboration C 2 is transformed into the com-

posite state S 2 , for a starting role r in C 2 . This state consists of the

actions of receiving coordination messages Flowm from the termi-
ating roles of C 1 (except from itself) and includes the actions per-

ormed by r . 

If r ∈ SR( C 2 ) then Transform( C 2 , S 2 , Receive (Flowm(r’,r, S 2 ))) ∀ r’

 (TR( C 1 ) - r); 

Rule 3: The collaboration concept is transformed into a com-

osite state, for a participating role r , not terminating in the source

ollaboration or not starting in the target collaboration. This state

olds the actions performed by the role r . 

If r ∈ (PR( C 1 )-TR( C 1 )) or r ∈ (PR( C 2 )-SR( C 2 )) then Transform( C i , S i )

 i = 1,2; 

Rule 4: The ControlFlow concept is transformed into a transi-

ion, for a participating role r in the source and the target collabo-

ations. This transition connects the states S 1 and S 2 obtained from

he transformation of C 1 and C 2 . 

If r ∈ PR( C 1 ) and r ∈ PR( C 2 ) then Transform (Controlflow, Transi-

ion); 

Case 2: Weak sequencing between two collaborations. 

The weak sequencing consists of two collaborations ( C 1 and C 2 )

inked by a control flow labeled Weak. Each collaboration can be

omposed of other collaborations or sub-collaborations. To trans-

orm the concept ControlFlow, Rule 4 is applied. 

Rule 5: The collaboration C i is transformed into a composite

tate S i , for a participating role r in the collaboration C i . This state

olds the actions performed by r . 

If r ∈ PR( C i ) then Transform( C i , S i ) ∀ i = 1,2; 

The result of the derivation process is a UML state machine for

ach role that represents a component’s behavior. Figs. 7 and 8 de-

cribe the data collector and the sensor behaviors. 

. The verification process 

The derived behaviors of the WBSN components operate in a

istributed environment and collaborate to achieve the system’s

lobal behavior. This cooperation requires a formal method to en-

ure that the collaboration of these behaviors should satisfy the

nitial requirements model. Model checking is the formal process

hrough which a desired behavioral property (the specification) is

erified to hold for a given system (the model). This verification

hould examine all of the behaviors that cause the system transi-

ions between the reachable system states. Once the system model

nd specification have been determined, the model checking step

s accomplished. The model checking returns an error when the

pecification is found to not hold in all system executions. This er-

or specifies that a faulty system behavior is detected. A counterex-

mple is produced, which consists of a trace of the model from a

tart state to an error state in which the specification is violated.

his trace of the model provides the necessary diagnostic feedback.

As specified previously, the most important aspect for the soft-

are designers is to develop a model that faithfully represents the

ystem in sufficient detail to enable it to faithfully reproduce real-

ty, but at a sufficiently high level of abstraction that it is easy to

nderstand and tractable to verify that the system functions prop-

rly in its environment. In the suggested approach, these models

re automatically derived from the WBSN global behavior. There is

o time to spend on the design of these models and to ensure that

hey sufficiently describe the system. This automatic decomposi-

ion reduces the system complexity for verification. It generates a

et of models that describe multiple different interleaving of con-

urrent behaviors in the system that have the exact same effect on

he WBSN global behavior, thus only such a sequence of models

eeds to be checked. Thus, it only remains to translate these mod-

ls into some form of models for verification, which can easily be

onverted into the Promela language, and then the model checking

an be performed. The Promela language is used for writing these

odels to be checked by SPIN [12] ; SPIN is a software tool for ver-

fying the models of physical systems; then, behavioral properties
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Fig. 7. The derived behavior of the data collector. 
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correctness properties) that express requirements on the system’s

ehavior are specified; finally, the model checker is run to check

hether the behavioral properties hold for the model. 

To accomplish this goal, we suggest the use of a model-based

pproach to achieve the verification process of a given WBSN sys-

em. This MDE approach will allow developers to obtain automat-

cally the models that will be verified by the SPIN model checker.

t transforms the WBSN components’ behaviors (design models)

o the verification-specific models. A set of rules is required to

anage the model transformations. Finally, a Promela program

s obtained from these specific models through a model-to-text

ransformation. It is combined with the correctness properties to

ealize the system analysis and verification. Thus, applying this

odel-driven verification process requires the definition of the ap-

ropriate meta-models at each level of abstraction with the corre-

ponding model transformations. This process consists of the steps

hown in Fig. 9 : 

1. The definition of the verification-specific meta-model. 

2. The definition of the model-to-model transformation that maps

the concepts from the design meta-model to those of the

verification-specific meta-model. 

3. The definition of the model-to-text transformation that trans-

forms the verification specific-models to a Promela program. 

4. The definition of the behavioral properties (correctness proper-

ties). 
5. The verification of the WBSN system, specified in Promela, with

the SPIN model checker. 

.1. The verification-specific meta-model 

All of the systems can be modeled using many strategies for

odeling to optimize the clarity and provide an abstract view of

he system. The model is then used to achieve formal verification

ia model checking. Regardless of the original form of the system

odel, we eventually translate it into some form of a Communi-

ating Finite State Machine (FSM), which is simply a type of graph

alled an automaton. As the name implies, this finite state machine

s a model of behavior using system states and transitions between

tates. A transition is a state change that is triggered by an event,

.e., transitions map some state-event pairs to other states. As indi-

ated in the name, the set of states should be finite. Additionally,

t is assumed that there is a finite set of distinct events. Subse-

uently, the set of transitions is finite as well. 

To translate the derived WBSN components’ behaviors to a set

f communicating finite state machines, we define a state for each

ollaboration in which the component participates. Therefore, each

tate in the graph is labeled by the collaboration name. We con-

ider a component’s behavior transition from one state to another

hen the component events can be performed. Thus, each compo-

ent’s behavior is modeled by a finite state machine (FSM). This

SM consists of a set of states (set Q), a set of events (set X), a
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Fig. 8. The derived behavior of the sensor. 
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set of final states (set F) and a state transition function. Each state

has rules that describe the action of the machine for every input

or output event, which is represented in the state transition map-

ping function. The state transition function takes the current state

and an event or more events and returns the next state. This finite

state machine is formally defined as a quintuple(X, Q, q 0 , δ, F) such

that 

• X = a finite non-empty set of events (input and output events:

receive messages and send messages) 

• Q = a finite non-empty set of states 

• q 0 = an initial state, q 0 is an element of Q 

• δ = mapping of Q × X into Q called the state transition func-

tion, i.e., Q × X → Q 

• F = set of final states where F is a subset of Q 

From the mathematical interpretation above, it can be said that

a finite-state machine contains a finite number of states. Each state

accepts a finite number of input and output events, and each state

has rules that describe the action of the FSM for every input or

output event, which is represented in the state transition mapping

function. At the same time, an input or output event can cause the
achine to change states. For every input or output event, there is

xactly one transition out of each state. 

The definition of the verification-specific meta-model aims to

escribe the WBSN behavior. Models at this level must provide

 clear picture of the system behavior. The communicating finite

tate machine meta-model ( Fig. 10 ) has been designed to provide

he appropriate concepts and their relationships, which describe

 role behavior. Such a meta-model is considered to be the tar-

et meta-model of the model-to-model transformation during the

erification process. It defines the FSM meta-model with its main

lasses and associations. An FSM consists of several States and

ransitions . The State class models a situation or a significant phase

n the life cycle of the system component. A Transition class allows

pecifying the control flow (connections) between the State classes.

t models a relationship between a source state and a target state,

hich represents how the system component can respond to the

ccurrence of an event when the component is in the source state.

he behavior of a WBSN component is defined as an automaton

hose language consists of the set of all of the possible behaviors

f the system’s component. A component’s behavior is essentially

 finite sequence of WBSN component states. 
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Fig. 9. The verification process. 
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Fig. 10. The finite state mach
.2. The model-to-model transformation 

The model-to-model transformation (M2M) transforms auto- 

atically the design models, which describe the behavior of each

BSN component, into finite state machines models. This trans-

ormation governs the translation process. It is based on a set of

ransformation rules. A rule consists of transforming a concept out-

ined in the design meta-model to a corresponding concept in the

arget specific meta-model. For this purpose, we have defined the

unction named Translate(Design_Concept, FSM_Concept, Event) . The

vent parameter in this function represents the actions that will

e associated with the transitions that cause the system to change

tate. This M2M transformation is designed to generate the differ-

nt concepts of a finite state machine for each WBSN component

ehavior. These models are used in the model-to-text transforma-

ion for the automatic generation of code. The figure ( Fig. 11 ) illus-

rates the communicating finite state machines that are generated

or the WBSN application (Sensor and Data collector). 

For example, the automaton in Fig. 11 specifies the data col-

ector behavior. The states are labeled with the names of the col-

aborations in which it participates. The transitions are labeled by

ctions that cause the system to change state. The data collector

ehavior starts at the Initial_state . When the data collector sends

n Activate_Sensor message, it moves to the Activation state. At this

tage, it waits for an Information_data from the sensor to move to

ollect state. Then, it decides to activate another sensor and moves

o Activation state if necessary. Once the data are collected, it trans-

ers the information to the data center and moves to the Trans-

er_center state and finally to the Final_state . 

.3. The model-to-text transformation 

The model-to-text (M2T) transformation aims to generate auto-

atically a Promela program. This activity takes as input the com-

unicating finite state machine models, describing the WBSN be-
ine (FSM) meta-model. 
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Fig. 11. The FSM of the data collector and the sensor. 
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haviors, and generates as output the application source code to be

validated by the SPIN model checker. SPIN is a software tool for

verifying models of physical systems described in the Promela lan-

guage. Promela (Process Meta Language) is a validation modeling

language. This language allows the dynamic creation of concurrent

processes. Communication via message channels can be defined to

be synchronous or asynchronous. Promela is a language that ig-

nores the details of distributed systems that are not part of the

interaction process. The SPIN tool is used to validate fractions of

the system behaviors that are considered to be suspect. 

The generated Promela program consists of processes , message

channels, variables and a main section that defines how the actions

of the processes may be interleaved in time. Processes are global

objects. They specify behaviors, and in the WBSN application, each

process represents the behavior of a system component. Message

channels and variables can be declared either globally or locally

within a process. Channels and global variables define the environ-

ment in which the processes run. Thus, we obtain, after the M2T

transformation, a process that specifies the behavior of each WBSN

component. Listing 1 lists the necessary global variables and mes-

sage channels, and Listing 2 lists the code of the data collector pro-

cess and the main section. 

The SPIN tool executes the program in a stepwise manner. In

each step, one executable basic statement is selected at random.
 v  
he SPIN tool examines its corresponding executability clause to

etermine if this statement is executable or not. When this con-

ition is evaluated to true, the effect clause from the statement

s then applied, and the current state of the process is updated.

he SPIN continues executing statements until no executable state-

ents remain, which will occur when either (1) the number of

ctive processes goes to zero and all of the processes terminate

ithout errors, or (2) if an invalid end-state is reached. 

.4. Behavioral properties (correctness properties) 

Distributed systems such WBSNs are routinely developed from

heir specifications. However, once these systems are developed,

here is no way to check whether the developed system follows its

pecification. An exhaustive checking method is impractical to ver-

fy the correctness of the distributed systems. The problem with

uch a method is that it generates an astronomical number of pos-

ible computations. The most appropriate method to check that a

ystem follows its specifications must be based on a formal, very

ccurate, clear notion about the statement of the specifications.

herefore, the logic is a good means to express the correctness

roperties. Logic has the ability to express system specifications

n a concise and clear way and thereby enables automation of the

erification process. Concurrent systems necessarily involve the no-
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Fig. 12. The simulation results. 

Fig. 13. A scenario of the random simulation for the WBSN system. 
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tion of time. Therefore, the propositional logic is not sufficiently

expressive to describe such real systems. 

Linear Temporal Logic (LTL) was introduced as a vehicle for rea-

soning about concurrent programs, by Pnueli [42] . Temporal logics

are modal logics that are oriented at describing the temporal or-

dering of events. The notion of time is not explicitly introduced in

the description of ordering of events. Temporal logics are especially

effective for describing concurrent systems [33] . LTL model check-

ers follow the automata-theoretic approach [43] . In such model

checkers, the system model and the negation of its correctness

property (expressed in temporal logic) are transformed into fi-

nite automata and are executed simultaneously. A model checker

searches for an accepted path by both automata. If it finds one,

then this accepting path represents a case where the system al-

lows a behavior that violates the correctness specification; there-

fore, the model is not correct, and the behavior can be reported as

a counterexample to the correctness property. If no such behavior

exists (i.e., a correctness property holds on the system), then there

is no behavior that both is a legal execution of the model and also

satisfies the negation of the correctness property. 

Linear Temporal Logic is used to specify and verify most cor-

rectness properties of models. It is the formal logic used for verifi-

cation in SPIN [12,44] . Linear Temporal Logic (LTL) reasons over lin-

ear traces through time. At each time instant, there is only one real

future timeline that will occur. Traditionally, that timeline is de-

fined as starting now, in the current time step, and progressing in-

finitely into the future. LTL extends propositional logic with tempo-

ral operators. The formulas of propositional calculus are composed

from atomic propositions and the operators (not = ! ,and = &&, or =
‖ , implies = → and equivalent = ↔ ). LTL formulas are composed of

a finite set of atomic propositions and of operators that include the

operators of propositional calculus as well as temporal operators.

The temporal operators are (always = �, eventually = � , until = U).

The behavioral properties (specifications) are the temporal logic

formulas that we define to describe the desirable behaviors that

the WBSN system must have. To accomplish that goal, we design

a set of specifications to describe a coherent WBSN behavior. They

are supplied to a model checker to verify that the system has the

list of emergent behaviors described by our specification set. For

the WBSN application, we have described different types of be-

haviors, which specify behavioral properties (correctness proper-

ties). There are two fundamental properties: safety and liveness

properties. These categories were originally introduced by Lam-

port [45] . A Safety property expresses the sentiment that some-

thing bad never happens. The system always had a good behavior.

The safety properties reason about reaching specific states in the

WBSN behavior. A Liveness property expresses the sentiment that

something good must eventually happen. The system must have

eventually a good behavior. The liveness properties reason about

the control flow between states. Liveness is loosely defined as a

program’s ability to execute in a timely manner. 

The correctness properties for the WBSN application that de-

scribe the desirable behaviors that the system must have are 

• The passage of the data collector activates the sensor to per-

form the measurement of physiological or environmental signs 

• Once the sensor is activated, it must perform the measurement

of a sign or parameter 

• The data collector must collect information before transferring

it to the data center 

• If the sensor is activated, then the measured data will be trans-

mitted to the data collector 

• If the sensor is activated, then the measured data will be trans-

mitted after a finite time to the data center 

• The doctor cannot provide treatment unless the measured data

were transferred to the data center 
• The patient can receive treatment only if the doctor has con-

sulted the data center 

• Sensors should be already alerted before measuring a physio-

logical or environmental sign 

• The measured data should be already transferred to the data

center before the doctors make a decision 

• The measured data should be already collected before the

data’s eventual transfer to the data center 

• At the end of the system execution, the communication chan-

nels should be empty 

Some of these properties expressed in Linear Temporal Logic

ormulas are listed in Listing 3 . 

.5. Model checking (SPIN) 

Exhaustive checking is an impractical method for verifying the

orrectness of concurrent programs. It generates a large number

f possible computations, which cannot be achieved with a fi-

ite memory space. Therefore, such exhaustive verifications must

e performed by an efficient software tool that uses a mini-

al amount of memory. This tool must establish with certainty

hether a given behavior is error-free. 

SPIN is perhaps the leading example of such a tool. It is a model

hecker that has been developed over many years by Holzmann

12,44] . Originally designed for verifying communications proto-

ols, it has since become one of the most powerful model check-

rs. It is applied in industrial practices to solve real problems in

he construction of large-scale distributed software systems. This

ool has been widely used for the verification of systems in many

pplications, including operating systems software and communi-

ations protocols. SPIN is particularly well-suited for checking con-

urrent and distributed systems that are based upon the interleav-

ng of atomic instructions. SPIN is a software tool for analyzing and

erifying the logical consistency of concurrent systems. The system

o be checked is described in a modeling language called Promela

Process Meta Language). 

The Promela program that describes the WBSN system is gen-

rated automatically by the model-to-text transformation process.

t consists of processes in which each process specifies the behav-

or of a WBSN component. SPIN performs random simulations of

he WBSN system’s execution. During the simulation and verifi-

ation, SPIN checks for the absence of deadlocks, unspecified re-

eptions, and unexecutable code. The simulation of the WBSN ex-

cution in a concurrent environment by SPIN has found no er-

ors. All of the processes terminate their execution without errors,

eadlocks or indefinite cycles. The simulation results are shown in

ig. 12 . Fig. 13 shows one scenario of a random execution for the

BSN system, which is expressed with a sequence diagram. SPIN

as also found no errors during the safe verification of the WBSN

omponents. The verification results are shown in Fig. 14 . 

We performed several random simulations of the WBSN appli-

ation by varying each time the number of sensors attached to a

atient. The results of these simulations are listed in Table 1 . These

esults show that regardless of the number of sensors attributed to

 patient, the simulation ends without errors in a finite amount of

ime. The results showed that the execution of the WBSN compo-

ents’ behaviors in a distributed environment generates no unex-

ected message and all of the transmitted messages are received.

hese results are represented by the curves in Fig. 15 . Additionally,

he results shows that the variation in the number of messages

ccording to the number of sensors is stable. The number of mes-

ages does not change during the different executions for a given

umber of sensors. It increases with the increase of the number of

ensors in a constant way. 
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Fig. 14. The verification results. 

Fig. 15. Simulation results. 

Table 1 

Simulation results. 

Simulation Number 

of Sensors 

Number of 

messages 

Simulation Number 

of Sensors 

Number of 

messages 

Simulation Number 

of Sensors 

Number of 

messages 

Simulation Number 

of Sensors 

Number of 

messages 

Simulation Number 

of Sensors 

Number of 

messages 

1 1 10 9 3 18 17 5 26 25 7 34 33 9 42 

2 1 10 10 3 18 18 5 26 26 7 34 34 9 42 

3 1 10 11 3 18 19 5 26 27 7 34 35 9 42 

4 1 10 12 3 18 20 5 26 28 7 34 36 9 42 

5 2 14 13 4 22 21 6 30 29 8 38 37 10 46 

6 2 14 14 4 22 22 6 30 30 8 38 38 10 46 

7 2 14 15 4 22 23 6 30 31 8 38 39 10 46 

8 2 14 16 4 22 24 6 30 32 8 38 40 10 46 
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Table 2 shows the variation in the simulation time according to

he number of sensors assigned to a patient. These results show

hat the simulation time is finite and stable for a given number of

ensors during all of the executions ( Fig. 16 ). 

SPIN can also perform an efficient, exhaustive verification of

he system’s correctness properties. During the verification, SPIN
hecks whether the correctness properties expressed in linear tem-

oral logic (LTL) formulas hold for the model. For the WBSN appli-

ation, we combine the Promela program generated by the M2T

rocess with the correctness properties expressed in LTL formu-

as. Then, we perform verification of the correctness properties

escribed in paragraph 6.4, and the SPIN model checker shows
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Fig. 16. Variation of the simulation time. 

Fig. 17. Verification of the correctness properties. 

Table 2 

Variation of the simulation time. 

Sensors time (s) Sensors time (s) Sensors time (s) Sensors time (s) Sensors time (s) 

1 1,98 3 2,94 5 3,91 7 4,97 9 5,93 

1 1,95 3 3,03 5 3,88 7 5,01 9 5,88 

1 1,89 3 3,05 5 3,9 7 4,99 9 5,86 

1 1,90 3 2,99 5 3,85 7 4,93 9 5,91 

2 2,46 4 3,68 6 4,45 8 5,42 10 6,38 

2 2,41 4 3,73 6 4,42 8 5,38 10 6,42 

2 2,33 4 3,70 6 4,48 8 5,44 10 6,39 

2 2,38 4 3,63 6 4,41 8 5,4 10 6,44 
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#de f i n e Ac t i v a t e s e n s o r 1
#de f i n e In format ion Data 2
#de f i n e Request Measure 3
#de f i n e Measure Data 4
#de f i n e Treatment 5
#de f i n e Request Data 6
#de f i n e Data 7

#de f i n e I n i t i a l S t a t e 12
#de f i n e Ac t i v a t i on 13
#de f i n e Sensor ing 14
#de f i n e Co l l e c t 15
#de f i n e Trans f e r Center 16
#de f i n e Consu l t a t i on 17
#de f i n e Dec i s ion 18
#de f i n e F i n a l S t a t e 30

chan Co l l e c t o r S en s o r = [ 1 ] o f { mtype , b y t e } ;
chan Co l l e c t o r Cen t e r = [ 1 ] o f { mtype , b y t e } ;
chan Senso r Pa t i en t = [ 1 ] o f { mtype , b y t e } ;
chan Doctor Center = [ 1 ] o f { mtype , b y t e } ;

mtype {Co l l e c t o r , Sensor , Center , Doctor }

b y t e Co l l e c t o r S t a t e , Sensor S ta t e , Cen t e r S t a t e

Listing 1. The global variables and message channels. 
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hat the specified properties hold on the derived behaviors of the

BSN. The verification results are illustrated in Fig. 17 . 

. The code generation process 

The code generation process is the final step of the system de-

elopment methodology. It is conducted once the verification and

alidation of the system has been completed (no specification error

as been detected). This step consists of the following: 

1. The description of the platform-specific meta-model (e.g., the

NesC meta-model for sensors). 

2. The definition of the model-to-model (M2M) transformation,

which maps the concepts in the design meta-model to those

in the NesC platform-specific meta-model. 

3. The definition of the model-to-text (M2T) transformation,

which automatically generates code from the NesC platform-

specific models. 

The model-to-model (M2M) transformation transforms the UML

tates’ machine models that describe the behavior of each system

omponent into a platform-specific model. This platform-specific

odel represents the application in the chosen platform (e.g., NesC

TinyOS) [46] for the sensors and Java [47] for data collector and

octors). It is refined by the network expert to augment the model

ith information about the network specificities related to the

arget WBSN platform. The model-to-text (M2T) transformation is

hen accomplished. This transformation focuses on the generation

f textual code from the platform-specific model. The generated

pplication code is refined to add some improvements such as

pplication-specific functions or protocol parameters before it is

eployed in the WBSN components. 
. Implementation 

The meta-models and model transformations described previ-

usly have been developed using the Eclipse Modeling Framework

EMF) [48] . Eclipse Modeling Framework (EMF) is an implementa-

ion of the OMG standard Meta Object Facility (MOF) [49] . EMOF

Essential MOF) allows designers to create, manipulate and store

oth models and meta-models. The meta-models and models in

his approach are created using EMOF. The compliance of the de-

ign model with its meta-model is achieved by the derivation pro-

ess. The compliance of the FSM models in the verification process

ith their meta-model is guaranteed by the model-to-model trans-

ormation. 

The Model-to-model (M2M) transformation is a crucial step

n the MDE process. There exist several languages for model-to-

odel transformations. The ATL language (ATLAS Transformation

anguage) [50–52] and the QVT language (Query View Transfor-

ation) of the OMG [53,54] are two transformation languages that

ffer a layered architecture. They also share some common charac-

eristics because they initially shared the same set of requirements

efined in QVT RFP [55] . They have a similar operational context

56,57] . The M2M transformation rules used in the different steps

f this paper are expressed in the ATL language (ATLAS Transfor-

ation Language), which provides the standard Eclipse solution for

he model-to-model transformations. 

According to the derivation process adopted ( Fig. 4 ), the imple-

entation of this process requires the following: 

1. The representation of the requirements meta-model, the target

meta-model and the WBSN global requirements model instance

of the requirements meta-model. 
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Listing 2. The data collector process and the main section. 
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2. Applying the rules of model transformations specified in the

ATL language to the source model. This process generates a

UML finite state machine that describes the behavior of each

WBSN component. 

In the following, we present the ATL code ( Listing 4 ) of rule 1

specified in Section 5.2 . This rule is applied for a sub-collaboration

only if the helpers IsinTermine() and CibleIsStrong() are evaluated

to true. These helpers determine whether a role is a terminating

role in the source collaboration. Similar rules are used during the

collaboration transformation, but in this case, the rules call other

rules to achieve the collaboration transformation. This arrangement

is due to the composition of the collaboration according to the re-

quirements meta-model ( Fig. 5 ). 

9. Conclusions 

The work presented in this paper suggests a Wireless Body Sen-

sor Network (WBSN) architecture. This architecture has been de-

signed to ensure monitoring vital body functions in many func-

tioning scenarios. The WBSN architecture is based on using sensor
odes, to measure vital body parameters, in combination with a

obile data collector, to gather the measured data and transmit it

o the medical center. We have defined a model-driven process to

erive the appropriate behavior of each node in the WBSN system

rom the system global behavior. Coordination messages are in-

luded in the system-derived behaviors to realize the collaboration

nd to ensure global synchronization and coordination among the

ifferent WBSN com ponents. This derivation process can play an

mportant role in the WBSN application development by increas-

ng the abstraction level and increasing the reuse of the derived

ehavior on multiple platforms. It is also possible to treat the dif-

erent scenarios without the need for a new system design. 

This paper suggests also an approach to verify and validate the

BSN derived behaviors. The verification and validation of the de-

ived behaviors can ensure that the collaboration of these behav-

ors satisfy the initial requirements. This approach complements

he derivation approach, and both provide a reliable development

ethodology for the construction and maintenance of WBSN appli-

ations. Furthermore, the use of a software engineering approach

o support such a derivation and verification process can lead to

ighly platform-independent models. This model-driven checking
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Listing 3. The WBSN behavioral properties. 
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rocess is mainly based on automatic model transformations of the

erived WBSN models to the specific models that are required by

 model checker to accomplish the verification. A Promela program

s then obtained from these specific models through a model-

o-text transformation. The issued Promela program is combined

ith the correctness properties to realize the system analysis and

erification. We checked the safety and liveness properties. These

roperties are defined on the WBSN global behavior. They are ex-

ressed in linear temporal logic (LTL) formulas. 

The random simulation of the WBSN derived behaviors per-

ormed by the SPIN model checker has allowed us to explore sev-

ral scenarios of system execution. The results showed that the ex-

cutions of these behaviors in a distributed environment generate

o unexpected message and all of the transmitted messages are

eceived. In addition, it leads to no deadlock, it always ends in a

afe manner and it does not generate a run time error. The veri-

cation of the correctness properties by SPIN has showed the ab-

ence of errors and that the derived behaviors satisfy the WBSN

lobal specification. All of the correctness properties expressed in

he WBSN global behavior hold for the derived behaviors. This

erification allowed us to validate the WBSN derivation process.

herefore, the derivation process and its verification constitute a

obust and reliable approach for the construction and maintenance

f WBSN systems. 

The growing complexity of WBSN systems as well as changing

onditions in the operating environment demand that we accom-

odate to the environment changes with the existing designed

BSN system. A possible solution that we envisage is the use of

echanisms for effecting behavioral enhancements or changes in

he running systems. This solution has been called dynamic adap-

ation. Usually, the changes are introduced at a high level (require-

ents specification level) before being propagated to the existing

ystem components. In future work, we plan to extend this work

y including the dynamic adaptation of the derived behavior to the

arious functioning scenarios of the hospital. We propose to use

 model-driven approach to address the dynamic changes in the

BSN specifications and to propagate the changes to the existing
ystem components. This approach describes a process for change

etection, behavior modification and the automatic derivation of

he corresponding components behaviors. It is mainly concerned

ith the ability of software systems to withstand changes in their

lobal requirements specifications. This new approach consists of

 process architecture, a set of components to ensure the struc-

ural and behavioral conformance of the derived WBSN behaviors

fter the changes, and an adaptation algorithm to allow the dy-

amic adaptation. It addresses the dynamic evolution of a WBSN

lobal specification and the automatic derivation of the system be-

avior components during the system’s life cycle. 

In the proposed WBSN architecture, the patients are monitored

sing a data collector that accumulates and processes the data

rom a set of medical and environmental sensors. These measured

ata are relayed to the medical center. This architecture is de-

igned to facilitate an accelerated diagnosis of diseases and also to

rovide increased efficiency and accuracy in the process. We plan

o extend this architecture to create a security aspect in patient

onitoring at all times by providing instantaneous attention for

mergencies. The system will monitor the deployed alarms for any

nomalies that are observed in the system for emergencies that

re overlooked by attendees and caregivers. The existence of sev-

ral anomalies allows them to work in a cooperative way. This ap-

roach reduces the workload that is assigned to each of them and

ence minimizes the duration of their intervention. In this way, we

ant to address the cooperation between the actors of the WBSN

or the management and monitoring of alarms in emergency re-

ponses. To accomplish this goal, we will consider the constraints

f time, space and availability of actors during an intervention. In

his direction, we plan to minimize the time needed by the doc-

ors, caregivers and technicians to address these situations. The

roblem consists in determining the best strategy for the partic-

pants to cooperate with one another in real time to monitor the

nomalies. The problem can be considered to be a game theory

roblem with the doctors, caregivers and technicians being coop-

rative players. 
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Listing 4. The strong sequencing rule 1 expressed in ATL. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

We expect also to check the scalability of this approach by test-

ing more WSN systems. We must take advantage of these applica-

tions to make this model-driven approach for derivation and ver-

ification more efficient, in terms of the models that it can reason

about and the time and space that it requires. 
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