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ABSTRACT 

Autonomous electric vehicles have emerged as an innovative and groundbreaking solution in 

the field of transportation. The development of autonomous electric vehicle control has been 

swiftly progressing, fueled by the constant advancement of sophisticated control techniques. This 

progress has led to an expansion of the potential of autonomous electric vehicle technology. 

However, despite these impressive advancements, the field still confronts a wide array of 

challenges that demand attention and solutions to unlock its full capabilities. 

This thesis delves into the realm of autonomous electrical vehicle control, focusing on three 

essential aspects: lateral control strategy, longitudinal control strategy, and traction system 

emulation. The first aspect introduces a dynamic model tailored for autonomous vehicles, with a 

primary focus on the lateral control strategy. To achieve precise lateral motion along a predefined 

trajectory, an advanced super-twisting control technique is employed. This technique ensures 

exceptional accuracy, responsiveness, and stability throughout the vehicle's lateral movement. The 

second aspect centers around optimizing the longitudinal control strategy through the development 

of a sophisticated speed planning algorithm. This algorithm takes various factors into account to 

intelligently generate a suitable speed profile. By considering these crucial elements, the algorithm 

ensures safe and secure motion within predefined boundaries. The third aspect focuses on 

emulating the behavior of the traction system. A meticulously designed back-stepping technique 

is employed with the aim of controlling the speed of an induction motor to mimic the desired 

performance of the traction system.  

The results of the mentioned aspects of this thesis are obtained through numerical simulation 

using the Matlab/Simulink software. Additionally, real-time implementation is conducted in the 

electrical engineering laboratory of Biskra (LGEB), equipped with dSpace 1104. By addressing 

the lateral control strategy, longitudinal control strategy, and traction system emulation, this thesis 

makes significant contributions to the field of autonomous electrical vehicle control.  

 

Keywords: Autonomous electric vehicle, Vehicle modeling, Trajectory tracking, Sliding mode 

control, Speed planning algorithm, Back-stepping control. 
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RÉSUMÉ 

Les véhicules électriques autonomes se sont imposés comme une solution innovante et 

révolutionnaire dans le domaine des transports. Le développement du contrôle autonome des 

véhicules électriques progresse rapidement, alimenté par les progrès de techniques de contrôle 

sophistiquées. Ces progrès ont conduit à une expansion du potentiel de la technologie des véhicules 

électriques autonomes. Cependant, malgré ces avancées impressionnantes, le domaine est toujours 

confronté à un large éventail de défis qui exigent une attention pour libérer toutes ses capacités. 

Cette thèse plonge dans le domaine du contrôle autonome des véhicules électriques, en se 

concentrant sur trois aspects essentiels : la stratégie de contrôle latéral, la stratégie de contrôle 

longitudinal et l'émulation du système de traction. Le premier aspect introduit un modèle 

dynamique adapté aux véhicules autonomes, avec un accent principal sur la stratégie de contrôle 

latéral. Pour obtenir un mouvement latéral précis le long d'une trajectoire prédéfinie, une technique 

de contrôle de super-twisting avancée est utilisée. Cette technique assure une précision, une 

réactivité et une stabilité exceptionnelles tout au long du mouvement latéral du véhicule. Le 

deuxième aspect est centré sur l'optimisation de la stratégie de contrôle longitudinal par le 

développement d'un algorithme sophistiqué de planification de la vitesse. Cet algorithme prend en 

compte différents facteurs pour générer intelligemment un profil de vitesse adapté. En tenant 

compte de ces éléments cruciaux, l'algorithme garantit un mouvement sûr et sécurisé dans des 

limites prédéfinies. Le troisième aspect se concentre sur l'émulation du comportement du système 

de traction. Une technique de back-stepping conçue est utilisée dans le but de contrôler la vitesse 

d'un moteur asynchrone pour imiter les performances souhaitées du système de traction. 

Les résultats des aspects mentionnés de cette thèse sont obtenus par simulation numérique à 

l'aide du logiciel Matlab/Simulink. De plus, la mise en œuvre en temps réel est menée dans le 

laboratoire de génie électrique de Biskra (LGEB), équipé du dSpace 1104. En abordant la stratégie 

de contrôle latéral, contrôle longitudinal et l'émulation du système de traction, cette thèse apporte 

des contributions significatives au domaine de commande de véhicule électrique autonome.  

 

Mots-clés : Véhicule électrique autonome, Modélisation du véhicule, Suivi de trajectoire, Contrôle 

en mode glissant, Algorithme de planification de la vitesse, Contrôle en back-stepping.
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 ملخص

ي السيارة ير التحكم فظهرت السيارات الكهربائية المستقلة كحل مبتكر ورائد في مجال النقل. يتقدم تطو

لتقدم إلى توسيع مدعومًا بالتقدم المستمر في تقنيات التحكم المتطورة. أدى هذا ا بسرعة،الكهربائية المستقلة 

لا  للإعجاب،رة على الرغم من هذه التطورات المثي ذلك،إمكانات تكنولوجيا المركبات الكهربائية المستقلة. مع 

 اته الكاملة.من التحديات التي تتطلب اهتماما وحلولا لإطلاق العنان لقدر يزال المجال يواجه مجموعة واسعة

جوانب  مع التركيز على ثلاثة الكهربائية،تتعمق هذه الأطروحة في مجال التحكم الذاتي في السيارة 

لجانب الأول نظام الجر. يقدم اومحاكاة  الطولي،واستراتيجية التحكم  الجانبي،أساسية: استراتيجية التحكم 

لتحكم الجانبي. امع التركيز بشكل أساسي على استراتيجية  القيادة،نموذجًا ديناميكياً مصممًا للمركبات ذاتية 

لتواء الفائق. يتم استخدام تقنية تحكم متقدمة في الا مسبقاً،لتحقيق حركة جانبية دقيقة على طول مسار محدد 

الجانب الثاني حول  تثنائية واستجابة واستقرارًا خلال الحركة الجانبية للسيارة. يتمحورتضمن هذه التقنية دقة اس

خوارزمية تحسين استراتيجية التحكم الطولي من خلال تطوير خوارزمية متطورة لتخطيط السرعة. تأخذ هذه ال

عناصر ر في هذه الفي الاعتبار العديد من العوامل لإنشاء ملف تعريف سرعة مناسب بذكاء. من خلال النظ

ة سلوك يركز الجانب الثالث على محاكاتضمن الخوارزمية حركة آمنة داخل حدود محددة مسبقاً.  الحاسمة،

الغير محرك المصممة بدقة بهدف التحكم في سرعة ال خلفيال ذو النمطتحكم نظام الجر. يتم استخدام تقنية ال

 لتقليد الأداء المطلوب لنظام الجر. متزامن

             ام برنامجحصول على نتائج الجوانب المذكورة من هذه الرسالة من خلال المحاكاة العددية باستخديتم ال

MATLAB/Simulink .بسكرة في مختبر الهندسة الكهربائية ب تطبيق تجريبييتم تنفيذ  ذلك،لإضافة إلى اب

LGEB) )  المجهز بـdSpace 1104  . لتحكم االتحكم الجانبي ، واستراتيجية من خلال معالجة استراتيجية

م في السيارة الطولي ، ومحاكاة نظام الجر ، تقدم هذه الأطروحة مساهمات كبيرة في مجال الحكم الذاتي التحك

 الكهربائية.

 

انزلاقي،  ذو نمطتحكم  المسار،تتبع  المركبات،مذجة ن المستقلة،السيارة الكهربائية  الكلمات الرئيسية:

 .خلفي ذو نمطتحكم  السرعة،خوارزمية تخطيط 
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1.1. Overview 

An autonomous electric vehicle, commonly referred to as an AEV, is a revolutionary form of 

transportation that combines the advantages of electric power and autonomous driving technology. 

With ongoing technological advancements and increasing interest from automotive manufacturers 

and tech companies, AEVs are poised to play a pivotal role in the future of transportation, paving 

the way for sustainable and efficient mobility solutions. 

Autonomous driving technology forms the cornerstone of autonomous electric vehicles, 

ushering in a transformative era for transportation. AEVs are equipped with a remarkable array of 

state-of-the-art sensors, such as radars, lidars, and cameras, enabling them to perceive and analyze 

their surroundings with exceptional precision. Through the utilization of advanced algorithms, 

these vehicles swiftly process extensive data in real-time, allowing for intelligent decision-making 

regarding acceleration, braking, and steering. The primary objective is to create a driving 

experience that places utmost importance on safety and efficiency, mitigating the potential for 

human errors and significantly enhancing overall road safety. As AEVs continue to advance, the 

vision of a future with self-driving cars becomes increasingly tangible, reshaping the way we travel 

and setting new standards for transportation technology. 

Electric vehicles (EVs) have emerged as an innovative alternative to conventional internal 

combustion engine vehicles, utilizing electric motors and rechargeable batteries. This shift brings 

numerous benefits that promote the transition to a more environmentally friendly future. EVs offer 

a remarkable decrease in greenhouse gas emissions, contributing to cleaner and more sustainable 

transportation. Moreover, these vehicles have lower operational costs due to reduced maintenance 

needs and the expanding availability of charging infrastructure. In addition to their economic and 

environmental advantages, EVs provide an unmatched driving experience characterized by quiet 

propulsion and smooth acceleration.  

The quick growth and global impact of AEVs are powered by various companies and research 

institutions at the forefront of innovation. Established car manufacturers, major technology firms, 

and emerging startups are actively investing in enhancing self-driving technology and electric 

vehicles. Concurrently, governments and regulatory organizations collaborate to establish specific  

standards and regulations. These measures are crucial to ensure the safe and responsible use of  
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AEVs on public roads. The collaborative efforts of these diverse groups are driving the 

advancement and adoption of AEVs, ultimately leading us to a future with safer, environmentally 

friendly, and more efficient transportation. 

Despite the existing challenges in areas like regulatory frameworks, cybersecurity, and public 

acceptance, the relentless progress in autonomous driving and electric vehicle technologies is 

incessantly pushing the boundaries of what autonomous electric vehicles can achieve. This 

ongoing innovation holds immense promise for transforming the landscape of transportation. As 

we look ahead, the future of AEVs is teeming with possibilities, poised to revolutionize how we 

commute and shape the future of transportation for the better. 

1.2. Problematic 

This thesis is devoted to the proficient design of an autonomous electric vehicle capable of 

smoothly navigating along a predetermined trajectory. To ensure the vehicle's exceptional 

performance throughout its operation, the research problem is meticulously divided into three 

fundamental aspects. Each aspect focuses on crucial factors essential for optimizing the vehicle's 

overall efficiency and effectiveness. By delving into these key areas, this thesis aims to address 

and overcome the challenges associated with achieving superior performance in autonomous 

electric vehicle navigation. 

From a control perspective, the precise determination of the lateral control law is of utmost 

importance to ensure the vehicle's motion remains within secure boundaries. While existing 

solutions offer control laws built upon the assumption of possessing perfect knowledge of the 

route, the reality of real-world scenarios introduces a multitude of evolving constraints that make 

the system vulnerable to changes. This lack of robustness poses the primary challenge that this 

thesis aims to conquer. 

In order to guarantee the secure and comfortable travel of autonomous electric vehicles, 

meticulous attention must be devoted to the precise management of their speed, especially when 

traversing dangerous curves. Failing to acknowledge the significance of speed control within an 

autonomous vehicle system can lead to serious consequences, including compromised safety, low 

performance, violations of traffic regulations, a diminished experience for passengers, and limited  
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adaptability in dynamic environments. Therefore, the integration of robust speed planning 

functionality into the autonomous vehicle system emerges as an indispensable problem that this 

thesis aims to tackle head-on. 

For the longitudinal control of the autonomous electric vehicle, the development of a 

sophisticated technique is essential to regulate the vehicle's speed and enable it to follow a desired 

speed profile accurately. To accurately emulate the efficient behavior of an electric vehicle, the 

desired speed profile extends beyond controlling the vehicle's speed to encompass controlling the 

vehicle's drive speed. Therefore, the thesis should focus on developing a robust control technique 

capable of handling uncertainties and external disturbances to ensure precise control of the 

vehicle's drive. 

From a broader perspective, this thesis should contribute to the development of an optimal 

and robust control strategy for the navigation of autonomous electric vehicles along predetermined 

trajectories. The vehicle should effectively examine the speed factor by following a desired speed 

profile that is generated through a carefully designed speed planning algorithm. Lastly, the thesis 

should consider the development of a robust control technique to govern the vehicle's drive, 

guaranteeing seamless synchronization with the desired speed profile throughout the entire 

navigation process. 

1.3. Objectives and contributions 

The main goal of this thesis is to significantly contribute to the advancement of an efficient 

and reliable control strategy for guiding autonomous electric vehicles along predetermined paths 

with varying speeds. This innovative research includes three fundamental objectives, each 

addressing a critical aspect of autonomous vehicle control. Firstly, it aims to propose a 

comprehensive mathematical model that accurately determines the lateral control law, enabling 

precise vehicle trajectory tracking while ensuring a paramount level of safety. By introducing this 

model, the thesis seeks to enhance the vehicle's ability to navigate along the desired path with 

utmost accuracy and robustness. Secondly, this research focuses on the integration of a robust 

speed planning feature into the autonomous vehicle system. By incorporating advanced algorithms 

and methodologies, the thesis aims to optimize the vehicle speed profile, taking into account many 
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factors such as passenger comfort and road conditions. The ultimate goal is to provide passengers 

with a smooth and comfortable travel experience while maintaining efficient and adaptive control 

over the vehicle's velocity. Lastly, the thesis aims to develop a robust control technique to govern 

the vehicle's propulsion. By utilizing advanced control algorithms and strategies, the research 

endeavors to ensure seamless synchronization between the vehicle's propulsion system and the 

desired speed profile throughout the entire navigation process. This will enable the vehicle to 

respond swiftly and accurately to changes in speed, guaranteeing a high degree of control and 

stability during operation. 

To achieve the mentioned objectives, a set of robust control techniques has been developed. 

These control techniques have been carefully designed and improved to be very accurate and 

effective. By analyzing the desired objectives, we have built a powerful set of control methods that 

can easily adjust to complicated and ever-changing situations. These robust techniques have been 

customized to handle the specific challenges and requirements of our objectives, ensuring the best 

possible performance and results. In fact, these control techniques will be described as follows: 

- For the lateral control strategy, a dynamic model for the autonomous vehicle is introduced. 

Then, a specifically designed super-twisting control technique is used to ensure precise 

lateral motion of the autonomous vehicle through the trajectory. By leveraging this 

advanced control technique, we can guarantee that the vehicle maintains exceptional 

accuracy, responsiveness, and stability throughout its lateral movement, enabling it to 

navigate the trajectory with unparalleled precision. 

- To optimize the longitudinal control strategy, a speed planning algorithm has been 

developed. This algorithm is intelligently designed, taking into account various factors 

such as path geometry and trajectory curvature. By considering these crucial elements, the 

algorithm generates a suitable speed profile that ensures safe and secure motion within the 

predefined boundaries. This innovative approach allows for the precise adjustment of the 

vehicle's speed, enabling it to navigate the designated path with utmost safety and 

efficiency.  

- To imitate the way the traction part works, we have used a carefully created back-stepping 

control method. This method is designed to closely match how we want the traction system  
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to perform. To make sure this method works well, we have done lots of testing and 

experiments on an induction motor. Through this rigorous evaluation, we have confirmed 

that the motor can smoothly follow the speed profile taken from the speed planning 

algorithm. This testing process makes sure that the traction system and the planned speed 

profile work together smoothly, ensuring the vehicle moves in a controlled and dependable 

manner. 

1.4. Thesis structure 

Following a comprehensive introductory chapter that offers a well-defined overview of the 

fundamental aspects to be examined in this thesis regarding the control of autonomous electric 

vehicles, the subsequent chapters of the thesis are meticulously structured in the following manner: 

The second chapter will introduce the state of the art of the longitudinal and lateral control 

techniques and the advancements in speed planning used in autonomous electric fields. Then, an 

overview of the electrical drives used in electric vehicles and a review of the control technique 

implemented on the induction motor as a traction drive will be given. 

The third chapter will address the explicit mathematical modeling of the studied system, 

including the autonomous vehicle, voltage inverter, and electrical motor, which in fact makes it 

possible to extract the appropriate control laws. 

The fourth chapter will be devoted to the design of a lateral control law based on the 

autonomous vehicle dynamic model and super-twisting control technique to ensure high tracking 

performance through the desired trajectory. 

The fifth chapter will describe the detailed design of a speed planning algorithm based on path 

geometry and trajectory curvatures to generate an adequate speed profile for vehicle navigation 

with variable velocity. 

The sixth chapter will present a meticulous implementation of a designed back-stepping 

approach to control the induction motor to follow the extracted speed profile from the speed 

planning algorithm. 

The last chapter will provide a summary of our work and outline our future goals and 

aspirations.
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2.1. Introduction 

Autonomous electric vehicle control represents the marriage of two groundbreaking 

technologies, autonomous driving and electric power, to revolutionize the way vehicles are 

operated. This innovative combination promises to reshape the future of transportation, offering 

enhanced safety, efficiency, and sustainability. The autonomous aspect of AEV control allows 

vehicles to perform complex tasks such as lane keeping, adaptive cruise control, and object 

detection. These capabilities are achieved through sophisticated algorithms that analyze sensor 

data, create a detailed understanding of the vehicle's environment, and execute appropriate actions 

based on pre-programmed rules or machine learning models. Furthermore, electric power provides 

numerous advantages to AEV control. Electric motors, driven by high-capacity batteries, offer 

instant torque and smooth acceleration, ensuring responsive and efficient vehicle control. Electric 

propulsion also eliminates the need for traditional transmission systems, simplifying the overall 

control architecture and reducing mechanical complexity. The remarkable journey of autonomous 

vehicles traces back to the pioneering efforts of Carnegie Mellon University in the 1980s [1, 2], 

where their successful implementations laid the foundation for future advancements. In recent 

times, the automotive industry has experienced a surge of research and technological 

breakthroughs, resulting in a noteworthy collective endeavor by diverse automotive companies to 

materialize the vision of intelligent autonomous vehicles [3]. 

This chapter offers a comprehensive exploration of the autonomous vehicle system, 

encompassing its different levels of autonomy and the key stages and modules that constitute it. A 

particular emphasis is placed on the examination of control strategies employed for trajectory 

tracking and path following in autonomous vehicles. The review delves into the control phase of 

the autonomous vehicle system, focusing specifically on trajectory tracking and the underlying 

vehicle model. Extensive research in this field is incorporated into the discussion, shedding light 

on the latest advancements and findings. Furthermore, the chapter delves into the traction aspect 

of autonomous electric vehicles, providing insights into the diverse electric drives utilized and the 

sophisticated control techniques developed to effectively regulate their speed. This comprehensive 

analysis aims to provide a deeper understanding of the autonomous vehicle system and its critical 

components, paving the way for further advancements in the field. 
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2.2. Autonomy levels and development challenges in automated vehicles 

Within the realm of automated vehicle systems, the classification of autonomy spans six 

distinct levels, as set forth by the guidelines established under SAE-J3016 [4]. These levels 

delineate the varying degrees of autonomous capabilities exhibited by vehicles, providing a 

comprehensive framework for understanding their functional autonomy: 

- Level 0: At this level, the vehicle is under the complete control of the human operator, 

although the automated system may issue warnings or alerts. 

- Level 1: The system provides several automated assistances, such as Adaptive Cruise 

Control (ACC), Parking Assistance with automated steering, and Lane Keeping Assistance 

(LKA). 

- Level 2: The automated vehicle system assumes responsibility for functions like 

acceleration, braking, and steering, with the driver able to regain control immediately if 

necessary. 

- Level 3: Within predefined, limited environments like freeways, the automated vehicle can 

perform auto-pilot functions. 

- Level 4: The automated vehicle system is capable of controlling the vehicle in all 

directions, with a few exceptions for specific environments like severe weather. The driver 

must activate the automated system only when it is safe, and once engaged, the driver's 

attention is not required. 

- Level 5: The pinnacle of autonomy is achieved at this level, where the automated vehicle 

system operates without any human intervention. It can navigate itself to any location 

permitted by law, demonstrating full autonomy. 

Developing a successful autonomous ground vehicle involves addressing various challenges. 

According to [5], the development process should tackle three fundamental questions: 

- Where is the vehicle currently located? 

- What is the desired destination? 

- How can the vehicle safely reach its destination? 
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Considering these criteria, it becomes evident that the autonomous system should encompass 

multiple modules and tasks, as illustrated in Figure 2.1. The system consists of three key stages: 

- Sensing and Perception: This module collects real-time data to determine the vehicle's 

location and its surrounding environment. The gathered data is then processed into a 

suitable format for further analysis. 

- Planning: Using the data acquired from Sensing and Perception, this module determines a 

safe and feasible path for the vehicle to follow. 

- Control: This module integrates control strategies to guide the vehicle along the desired 

path, including actuator control for each subsystem. 

Each of these modules plays a crucial role, and numerous publications have offered 

comprehensive overviews on related topics. These encompass an examination of the overall 

construction of autonomous vehicles [6], path planning methods and strategies in autonomous 

vehicles [7], motion planning for highway autonomous driving [8], as well as trajectory planning 

and tracking for autonomous overtaking [9]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.1. Autonomous vehicle system. 
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2.3. Control of autonomous vehicle 

The literature encompasses a wide array of strategies for vehicle dynamics control, offering 

numerous approaches to tackle this area. In practice, it is common to utilize a combination of two 

distinct controllers to effectively govern the longitudinal and lateral dynamics of a vehicle. The 

lateral control component comes into play during lane keeping or lane change maneuvers, whereas 

the longitudinal control aspect finds its application in cruise control, adaptive cruise control, and 

platooning tasks. It is worth emphasizing that the vehicle dynamics in both longitudinal and lateral 

directions are intricately intertwined. This means that we should consider them as one system when 

dealing with them. By looking at the whole system, we can make sure the vehicle handles well 

and, most importantly, keeps everyone safe, especially in challenging driving situations. 

2.3.1. Lateral control 

The primary objective in the realm of lateral control for autonomous vehicles revolves around 

the precise guidance of vehicles along predetermined reference trajectories, achieved through the 

adjustment of steering angles. However, the inherent nonlinearity of the system, coupled with 

uncertainties in parameters and the potential for encountering disturbances during real-world 

automotive applications, poses a considered challenge. Overcoming this challenge necessitates the 

development of a robust controller that can effectively accommodate and mitigate these factors. 

The efficacy of such a controller is gauged by its ability to consistently deliver reliable 

performance in the face of disturbances, parametric uncertainties, wind effects, variations in road 

grip, and other pertinent variables. In the following, we will delve into an exploration of existing 

control laws that specifically address the management of lateral dynamics in autonomous vehicles. 

Proportional Integral Derivative (PID) controller has been used in this study [10], where 

two cascaded PID controllers have been suggested for controlling the lateral movement of a 

vehicle. The internal loop ensures that the vehicle maintains the desired yaw rate, even in the 

presence of constant disturbances and uncertainties in the vehicle's parameters. The external loop 

generates the reference yaw rate based on the error in the lateral position, aiming to minimize this 

error. To account for uncertainties in the vehicle's parameters, a robust stability analysis is 

performed, considering the longitudinal velocity as a variable. The optimization process deduces 
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the values of the seven control parameters and the desired distance. By regulating the lateral 

position at a distance ahead of the vehicle rather than at its center of gravity, this well-established 

approach compensates for inherent delays and enhances robustness, especially at high speeds 

[11,12]. In a similar fashion, Amer et al. [13] employ the same cascaded PID structure for lateral 

control of a military vehicle, optimizing the gains using a particle swarm algorithm. In contrast, 

Ping et al. [14] use an adaptive fuzzy controller in the inner loop (yaw rate control) along with a 

PID controller in the outer loop. Another study [15] presents a PID controller specifically designed 

for monitoring the steering wheel angle set-point. This set-point is determined through a trajectory 

planning module, which assumes the vehicle follows a circular path and incorporates a sighting 

distance. Additionally, the system compensates for the dead zone of the steering and adjusts the 

setpoint obtained from trajectory planning. 

Linear Quadratic (LQ) control was used in [16] for a robotic vehicle equipped with four 

independent steering wheels. The LQ control synchronized the steering angles of the front and rear 

wheels, independently, to enhance overall handling performance. In a comparative study by Mouri 

and Furusho [17], a Proportional-Derivative (PD) controller and an LQ controller were evaluated. 

The LQ controller demonstrated an advantage by decoupling the yaw control of the vehicle from 

its lateral position, eliminating the need for a cascade structure as required by the PD controller. 

In [18], a technique called model-based Linear Quadratic Gaussian (LQG) Control with adaptive 

Q-matrix is introduced. This method aims to design a path tracking controller for a desired vehicle 

by efficiently and systematically addressing challenges related to noise and errors caused by 

localization and path planning algorithms. Notably, the controller is automatically designed 

without requiring extra adjustments for different speeds, simplifying the tuning process. Hsiao and 

Tomizuka [19] proposed a two-step procedure to overcome this limitation, while Son et al. [20] 

suggested using an observer to estimate unmeasured states in the control system. 

Neural network technique based on learning by imitation has been utilized in the field of 

autonomous vehicles to replicate driver behavior, aiming to provide control that closely aligns with 

driver expectations. One of the early applications of neural networks in autonomous vehicles is 

proposed in the work by Pomerleau [21]. To accurately capture driver behavior on highways, the 

authors of [22] propose learning by imitation of trajectory generation module parameters. To 

achieve this, a cost function is computed based on dynamic data generated by the driver's actions, 
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including lane position, relative position to nearby and preceding vehicles, speeds, accelerations, 

and jerks. Subsequently, the trajectory generation module is capable of generating trajectories that 

imitate the driver's behavior. 

Fuzzy logic is employed in various studies to achieve lateral control of vehicles. In a study 

conducted by Hessburg and Tomizuka [23], three fuzzy logic modules are utilized. The first 

module determines the gains for state feedback, while the second module anticipates the road 

curvature to adjust the control action. The last module adjusts the control based on the vehicle's 

longitudinal speed. The rules for these modules are manually defined, drawing upon the expertise 

of the authors. In another investigation by Cai et al. [24], two parallel fuzzy PD controllers are 

proposed to independently control the vehicle's lateral deviation and yaw angle. The parameters 

of these controllers are optimized using a genetic algorithm, facilitating their adjustment. Pérez et 

al. [25] adopt a cascade architecture in their approach, where a low-level discrete PID controller 

receives inputs from a high-level fuzzy controller. Real-world tests conducted across different 

longitudinal speeds validate the effectiveness and performance of this architecture. The low-level 

controller plays a crucial role in ensuring comfort by filtering the outputs of the high-level 

controller to prevent undesired oscillations. Onieva et al. [26] introduce a fuzzy controller with 

automatically adjusted parameters. They use an iterative genetic algorithm that utilizes data 

collected during an initial driving phase to provide three distinct autonomous control modes (eco, 

comfort, sport), tailored to the driver preferences and driving style. 

Sliding Mode Control (SMC) has been successfully implemented in many papers for the 

lateral control of vehicles or mobile robots. In most of these studies, the sliding variable used is 

the lateral deviation. In [27], the inherent reluctance issue in this type of control is addressed using 

a saturation function, while Guo et al. [28] propose an algorithm based on neural networks to 

overcome this challenge. Hingwe and Tomizuka [29] introduce a sliding mode controller for 

generating a flying speed command, and they implement an integrator filter to reduce controller 

oscillations. In [30], the authors combine the measurement of lateral deviation and yaw angle into 

a single slip variable, ensuring the convergence of these two states. The Super-Twisting Control 

(STC), which was suggested in references [31-33], is helpful in reducing the resistance effect and 

it remains strong even when there are uncertainties about the values of certain parameters, external 

disturbances, and variations in the system. 
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The back-stepping technique was used in [34] to develop an integrated control approach for 

a lightweight road vehicle operating at low speeds (below 50 km/h) on a known and highly secure 

route. Another study by Norouzi et al. [35] introduced a novel Lyapunov-based robust controller 

for the lateral control of an autonomous vehicle. This controller was designed using a meta-

heuristic optimization algorithm and focused on a double lane change maneuver. The path 

planning involved designing a fifth-degree polynomial function with dynamic constraints, while a 

lane changing path planning method was utilized. To address position and orientation errors based 

on a two-degree-of-freedom vehicle bicycle model, a combination of sliding mode and back-

stepping controllers was employed for steering control in this research. Furthermore, Jiang and 

Astolfi [36] investigated the problem of asymptotic stabilization for a specific class of nonlinear 

systems and proposed a solution. This solution, along with back-stepping and forwarding control 

design methods, was applied to control the nonlinear lateral dynamics of a vehicle. 

Adaptive control techniques are employed in various studies to address challenges in the 

lateral control of vehicles. In the article by Netto et al. [37], a self-adapting controller is 

implemented to handle external disturbances like wind and road curvature, as well as parametric 

uncertainties. Although these aspects are considered unknown, they are assumed to belong to a 

compact set. Simulation results on a nonlinear model demonstrate the robustness of this control 

strategy. In [38], an inverse tire model is proposed to handle variations in tire stiffness, and an 

adaptive law is employed to estimate the unknown mass and inertia matrix of the vehicle. Stability 

of the control structure and convergence of the estimated parameters are ensured through the use 

of a Lyapunov function. Hima et al. [39] adopt an adaptive back-stepping approach to compensate 

for parametric uncertainties and nonlinearities. Furthermore, Shirazi and Rad [40] introduce an 

adaptive control method based on the ℒ1 command [41], which offers robustness guarantees and 

quick adaptation settings. 

Model Predictive Control (MPC) has been implemented by the authors of the paper [42] for 

the lateral control of a vehicle. They compared the performance and complexity of nonlinear MPC 

with linear MPC, which involved successive linearization of the model. The evaluation 

demonstrated satisfactory performance, even on low grip roads, indicating the robustness of the 

introduced approach in different challenging conditions. To enable online implementation, the use 

of lightweight optimization algorithms become essential. In another study by Merabti et al. [43],  
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three metaheuristic optimization algorithms were compared for trajectory tracking of a mobile 

robot. Particle Swarm Optimization (PSO) proved to be the most efficient in terms of convergence 

time towards the optimal solution compared to ant colony algorithms (Ant Colony Optimization 

or ACO) and the gravitational search (Gravitational Search Algorithm or GSA). Furthermore, the 

application of MPC control can be extended to Linear Parameter-Varying (LPV) systems, 

eliminating the need for nonlinear models and resolving complex and expensive associated 

problems [44]. 

2.3.2. Longitudinal control 

Precise speed tracking assumes a paramount significance in the domain of fully automated 

driving, where longitudinal control strives to flawlessly synchronize with a predetermined speed 

profile originated from a higher-level module. This pivotal task encompasses a diverse array of 

invaluable applications that contribute to the seamless operation of automated vehicles. 

Proportional Integral Derivative controllers are widely used in cruise control systems for 

their simplicity and effectiveness, not requiring precise vehicle model identification. Kim et al. 

[45] demonstrates successful implementation of a PID controller for longitudinal dynamics 

regulation, leveraging the vehicle powertrain model's inverse dynamics for accurate control. The 

work of Hoffmann et al. [46] employs a Proportional Integral (PI) controller to govern longitudinal 

dynamics, emphasizing its versatility and effectiveness. Hima et al. [47] further validates the PID 

controller's efficacy, solidifying its position as a reliable choice for precise and adaptive cruise 

control. These studies collectively highlight the importance of PID and PI controllers in developing 

efficient control strategies for cruise control applications. 

Linear Quadratic control, as investigated in the study conducted by Shakouri et al. [48], 

emerges as a prominent control strategy that undergoes meticulous comparison with an adjustable 

gain Proportional Integral controller. Through an exhaustive analysis, the authors meticulously 

uncover a multitude of advantageous characteristics exhibited by both controllers, culminating in 

remarkably similar performance on a global scale. This comprehensive exploration not only 

highlights the inherent versatility and efficacy of LQ control but also showcases its potential as a 

powerful control strategy that extends to a wide range of applications. Moreover, the researchers 

emphasize the value of the adjustable gain PI controller, which exhibits commendable 
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performance and effectively tackles dynamic control challenges. 

Machine learning serves as the foundation for the research presented in [49], offering a data-

driven solution aimed at estimating stochastic driver models by analyzing their behavior traces. 

Introducing the Bayesian Autonomous Driver Mixture-of-Behaviors (BAD-MoB) model, 

specifically tailored for the longitudinal control of human drivers in inner-city traffic scenarios, 

the researchers strive to replicate and comprehend human driver behavior. Moreover, they propose 

utilizing this model to prototype intelligent assistance systems capable of emulating human-like 

behavior. This novel machine learning approach opens up a promising path towards 

comprehending the intricacies of human driving behavior, ultimately laying the groundwork for 

the development of advanced assistance systems that respond in a more natural manner. 

Fuzzy logic, a widely embraced control methodology for regulating longitudinal speed in 

vehicles, plays a pivotal role in the field. The study conducted in [50] represents a significant 

contribution as researchers meticulously develop an adaptive cruise controller that harnesses the 

power of fuzzy logic. To validate its efficacy, the controller undergoes rigorous testing in real-

world conditions using an instrumented automatic driving system. The obtained experimental 

results showcase the controller's exceptional performance, demonstrating its remarkable 

adaptability across a diverse range of speeds and its ability to select safe inter-vehicle gaps with 

precision. Furthermore, [51] extends the application of fuzzy logic by designing a coordinated 

throttle and brake fuzzy controller, accentuating the versatility of fuzzy logic in enabling effective 

control strategies that address both acceleration and deceleration dynamics. 

Sliding mode control takes center stage in the study presented in [52], as researchers propose 

a groundbreaking design for a cruise controller. This innovative controller harnesses the power of 

sliding mode techniques and undergoes rigorous validation through experimentation. Its primary 

focus lies in facilitating precise longitudinal control of vehicles operating at low speeds, with the 

ultimate goal of optimizing traffic capacity while simultaneously enhancing safety and comfort 

levels. Furthermore, Ferrara and Vecchio [53] introduce a distinctive approach in which second-

order sliding mode control is employed for vehicles engaged in platooning tasks. This advanced 

control strategy showcases the versatility of sliding mode control methodologies and highlights 

their potential in addressing complex operational scenarios, thus contributing to the advancement 

of intelligent transportation systems. 
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2.3.3. Summary control strategies 

In the preceding sections, we have examined the various methods employed to manage the 

longitudinal and lateral motions of a vehicle. Each of these strategies offers its own set of strengths 

and weaknesses, either inherent to their nature or due to practical implementation considerations. 

Therefore, when choosing a control strategy, one must consider the requirements of the system, 

available measurements, and the computing capabilities onboard. Table 2.1 provides a summary 

of these diverse strategies. 

 

Table 2.1. Summary of the different control strategies. 

Control strategy Advantages Disdvantages 

PID 
Simple and widely used control 

technique. 

Limited ability to handle complex 

systems or nonlinearities. 

Linear Quadratic 
Provides optimal control for 

linear time-invariant systems. 
Limited to linear systems. 

Neural Network Nonlinear system modeling. 
Training complexity. 

Black-box nature. 

Fuzzy Logic 
Ability to handle uncertainty and 

imprecise information. 

Design and tuning of fuzzy 

control systems can be complex. 

Sliding Mode 
Robustness to uncertainties and 

disturbances. 

Chattering phenomenon causes 

wear on mechanical systems. 

Back − Stepping 
Good reference signals tracking 

and disturbances rejecting. 

Requires a detailed model of the 

system dynamics. 

Adaptive Control 

Ability to handle uncertainties 

and adapt to changing system 

dynamics. 

Complexity in design and tuning. 

It may require a priori knowledge 

of the system dynamics. 

MPC 

Can handle complex systems with 

constraints and time-varying 

dynamics. 

Solving an optimization problem 

at each sampling time can be 

computationally demanding. 
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2.3.4. Advancements in speed planning  

In the realm of autonomous vehicle systems, speed planning holds immense significance. It 

refers to the process of determining and adjusting the appropriate speed at which an autonomous 

vehicle should operate in various driving scenarios. Effective speed planning plays a critical role 

in ensuring the safety, efficiency, and comfort of autonomous vehicles and their occupants. 

Curve speed warning systems represent a category of semi-autonomous solutions designed to 

effectively inform drivers about the optimal speed through the utilization of auditory or visual 

indicators [54, 55]. An exemplification of such an innovation is the system proposed by Varhelyi 

[56], which surpasses the mere consideration of curves by factoring in additional variables like 

road conditions (such as wet surfaces) and visibility parameters (like darkness) to accurately 

compute the most suitable speed for drivers. This advanced system then proceeds to notify the 

driver through a combination of visual and auditory alerts, ensuring enhanced situational 

awareness. Huth et al. [57] innovatively presented a curve warning system tailored specifically for 

motorcyclists, employing either a force feedback throttle or a haptic glove to promptly and 

effectively deliver the warning signals, thus significantly enhancing safety on the road. 

The study in [58] aims to solve the important problem of creating really smooth paths with 

very little change in speed and direction. To overcome this challenge, the researchers suggest a 

new method that includes careful planning of the speed at different times. This planning is 

important because it helps create sequences of times that can be used by the planners to accurately 

connect the points on the path. By carefully adjusting the speed for straight and turning 

movements, the resulting paths are designed to prioritize the most important thing, which is the 

comfort of humans. 

The paper [59] proposes an innovative and cooperative strategy for connected vehicles, aiming 

to foster seamless coordination between autonomous and nearby vehicles. This is achieved through 

the integration of multiple components, including vehicle velocity prediction, robust fuzzy path-

following control, and motion planning. By incorporating these elements, the approach effectively 

addresses the inherent uncertainties in the system, enhancing the overall cooperation among 

vehicles. To accurately anticipate the behavior of nearby vehicles, a state-of-the-art recurrent 

neural network is utilized, leveraging the rich driving information obtained from the connected 

vehicles technology. Furthermore, a meticulously designed motion planner generates a reliable  
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reference trajectory, ensuring adaptability to potential errors in the velocity predictions. Through 

this comprehensive framework, the study contributes to advancing the collaborative potential of 

connected vehicles, ultimately leading to safer and more efficient transportation systems. 

The research presented in [60] suggests an alternative method for estimating the safe speed for 

turning by combining static drive safety evaluation with dynamic vehicle speed calculation. 

Initially, the safety of the driving situation is assessed, taking into account the interaction between 

the driver, vehicle, road, and environment. This comprehensive evaluation is achieved by 

combining the analytic hierarchy process and entropy weight analysis method. Subsequently, a 

critical speed for turning is determined by considering the vehicle's driving dynamics, taking into 

account both sideslip and rollover factors. To estimate the safe speed for turning, the critical speed 

is adjusted using a safety correction factor derived from the evaluation of the driving safety state. 

The research described in [61] introduces a factor that accounts for the influence of driver 

behavior on driving styles, in contrast to a theoretical curve speed model that only considers the 

interaction between the vehicle and the road. This factor is determined by comparing the actual 

speed selected by drivers to the theoretical curve speed. To obtain this factor for different driving 

styles, the researchers employed the 28-item Chinese version of the Driver Behaviour 

Questionnaire (DBQ). By conducting a correlation analysis between the DBQ subscales and the 

factor, it was found that drivers with higher violation scores are more likely to drive at higher 

speeds when negotiating curves. 

Numerous research studies have embraced the concept of road shape estimation as a 

fundamental approach for computing curve speed in both semi-autonomous and autonomous 

systems. The analysis of road geometry entails the crucial task of differentiating between curved 

and straight segments, a task that has been accomplished through two distinct methods. Firstly, 

some researchers have opted to examine the movement patterns of preceding vehicles to identify 

these segments [62, 63]. Alternatively, physical parameters like curve radius, length, and angle 

have been harnessed in conjunction with GPS and GIS data to achieve the same objective [64-66]. 

Once the curved segments are successfully identified, the next step involves calculating the 

appropriate speeds for these curves, a process that factors in crucial elements such as road friction 

and super-elevation angles [15, 54, 67]. By considering these influential factors, the computed 

curve speeds can be fine-tuned to optimize safety and performance in driving scenarios. 
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2.4. Traction part control 

The traction system plays a critical role in the functioning of electric vehicles, and the selection 

of appropriate electric motor types is essential to ensure efficient vehicle operation and superior 

performance. Therefore, a comprehensive understanding of different electric motor types and their 

key characteristics is necessary to achieve optimal traction system performance. This knowledge 

enables electric vehicle manufacturers to make informed choices suitable for their applications. 

2.4.1. Electric drives for autonomous electrical vehicle 

The electric motor technology used in autonomous electric vehicles has undergone significant 

advancements to meet the growing demand for high-performance and efficient propulsion systems. 

Electric vehicles use different types of electric motors, depending on various factors such as 

vehicle size, performance requirements, and cost considerations. The most common types of 

electric motors used in EVs are: 

Induction Motors (IMs) are commonly used in electric vehicles due to their durability, cost-

effectiveness, and regenerative braking capabilities. These motors provide high torque at low 

speeds, making them ideal for start-stop driving and efficient acceleration. While induction motors 

may have lower efficiency at light loads and limitations in achieving high speeds, they offer a 

practical solution without relying on expensive rare-earth magnets. Overall, induction motors 

remain a popular choice for electric vehicles, particularly when cost-effectiveness, durability, and 

regenerative braking are prioritized [68, 69]. 

Permanent Magnet Synchronous Motors (PMSMs) are highly efficient and compact motors 

favored for electric vehicles. They offer advantages like high efficiency across various conditions, 

extended driving range, and excellent acceleration. With a high power-to-weight ratio, PMSMs 

enable lightweight designs, reducing vehicle weight and improving efficiency. However, PMSMs 

can be costlier due to rare-earth magnets, require cooling systems, and have limited regenerative 

braking compared to induction motors. Nonetheless, PMSMs remain popular for electric vehicles 

due to their efficiency, power density, and controllability [70, 71]. 

Switched Reluctance Motors (SRMs) are emerging as a promising option for electric 

vehicles due to their unique characteristics and main advantages. They are cost-effective, robust, 
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and offer high torque density and a wide speed range. SRMs provide efficient acceleration and 

improved vehicle performance. Despite their inherent fault tolerance, controlling SRMs can be 

complex and may require advanced algorithms and power electronics. Although SRMs have 

limited commercial adoption, ongoing research aims to optimize their performance. With further 

advancements, SRMs have the potential to become a significant player in the electric vehicle 

market offering cost-effective and robust propulsion solutions. [72]. 

Brushless Direct Current Motors (BLDC) originally designed for small electric vehicles and 

hybrids, BLDC motors have demonstrated their versatility by successfully being employed in 

larger electric vehicles as well. These motors leverage a powerful combination of permanent 

magnets on the rotor and stator windings, allowing them to achieve exceptional efficiency and 

precise control over rotation. With their remarkable efficiency, robust torque output, and compact 

form factor, BLDC motors have become an increasingly attractive choice for electric vehicle 

propulsion systems. Their ability to deliver efficient and precise power makes them a key 

component in driving the future of electric transportation [73, 74]. 

Among the previously mentioned options, the IM has emerged as the preferred choice for 

several reasons [68, 69, 75, 76]. Firstly, its simple design with fewer components translates to easy 

maintenance and cost-effective repairs. Secondly, IMs have demonstrated robustness and 

reliability, which are crucial in the demanding context of electric vehicles that require high 

efficiency. Furthermore, IMs can operate across a wide range of speeds, making them adaptable 

to diverse driving conditions. Additionally, IMs are highly efficient and do not rely on rare-earth 

metals. As a result, IMs are extensively used in electric vehicles like Tesla cars and are anticipated 

to maintain their dominance in the market for the foreseeable future [77-81]. 

2.4.2. Induction motor control background 

In the past, induction motors were typically operated directly from the electrical grid at a fixed 

speed and frequency (50Hz/60Hz). However, advancements in power electronic converters have 

revolutionized their usage by enabling variable frequency operation through the integration of a 

converter between the motor and the grid. This technological breakthrough allows for the 

achievement of an adjustable speed motor, providing greater flexibility and control. 

The introduction of Variable Frequency Drives (VFDs) has further enhanced the capabilities  
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of induction motors. These drives offer smoother speed adjustment and significantly improved 

motor control. Over time, a range of control strategies has been developed to effectively regulate 

the speed, torque, and position of induction motors. These strategies can be broadly classified into 

two main principles: scalar control and vector control methods. Scalar control is based on the 

steady-state model of the machine, enabling manipulation of the magnitude and frequency of 

voltage, current, and flux [82]. However, it does not operate on the space vector position during 

transient states. In contrast, vector control is designed for dynamic states, enabling precise control 

of the instantaneous positions of voltage, current, and flux, in addition to their magnitudes [83]. 

One highly recognized vector control method is Field-Oriented Control (FOC), originally 

proposed by Hasse and Blaschke in the early 1970s [84, 85]. Another influential method, known 

as Direct Torque Control (DTC), was introduced by Takahashi and Depenbrock in the mid-1980s 

[86, 87]. To provide a visual representation, Figure 2.2 illustrates the different classifications of 

control strategies for variable frequency drives. This comprehensive categorization enables 

engineers to choose the most suitable control approach for their specific IM applications. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.2. Categorization of control strategies for variable frequency induction motor. 

Variable 
Frequency 

Drives 

Scalar 
Control 

Vector 
Control 

Voltage 
Based 

Control 

Current 
Based 

Control 

Field 
Oriented 
Control  

Direct    
Torque 
Control 

Classical 
Direct 

Torque 
Control 

SVM 
Direct 

Torque 
Control 

Direct 
Field 

Oriented 
Control 

Indirect 
Field 

Oriented 
Control 



  

 CHAPTER 2. STATE OF THE ART 

23 
 

 

2.4.2.1. Scalar control 

The Scalar control, known as Volt/Hertz (V/f) control, is a straightforward method used for 

regulating the speed of induction motors. Its core principle is to keep a constant ratio between the 

stator voltage and frequency, ensuring a consistent maximum torque output. To achieve speed 

control within a closed-loop system, a proportional integral controller is employed. The PI 

controller maintains the desired speed and enhances its accuracy by adjusting the motor's slip 

speed. The controller receives the speed tracking error, which represents the difference between 

the desired reference speed (Ω𝑟𝑒𝑓) and the actual speed (Ω) [88], as depicted in Figure 2.3. 

The primary disadvantages of this technique are the unsatisfied speed accuracy and the 

sluggish dynamic response that results in a delayed torque response. Since the control design is 

limited to steady-state conditions, it does not effectively control the magnitude of the stator flux 

during transients, leading to slow torque response  

 

 

 

 

 

 

 

 

 

 

 

Figure 2.3. Scalar control with closed-loop for variable frequency induction motor. 

 

2.4.2.2. Field oriented control 

The control of induction machines currently relies on field-oriented control, which is based on 
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appear as DC values, achieving comparable results. The principle of rotor flux orientation 

maintains a constant magnitude by aligning the flux vector with the d-axis of the synchronous 

frame. Electromagnetic torque is controlled using the quadratic component of the stator current 

(𝑖𝑠𝑞), while the magnitude of the rotor flux is regulated by its direct component (𝑖𝑠𝑑) [89]. 

Depending on the required flux information and position, the control of rotor field orientation is 

classified as Direct Field Orientation Control (DFOC) or Indirect Field Orientation Control (IFOC) 

In direct field-oriented control, the control of the rotor flux is achieved directly. This means 

that the rotor angle or control vector is obtained by directly utilizing the terminal voltages and 

currents through the use of flux estimators as shown in Figure 2.4. By employing these estimators, 

the system can accurately determine and control the rotor angle or vector based on the measured 

voltage and current values [90].  

 

 

 

 

 

 

 

 

 

 

 

Figure 2.4. Direct field oriented control (DFOC) for variable frequency induction motor. 
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Figure 2.5. Indirect field oriented control (IFOC) for variable frequency induction motor. 

 

2.4.2.3. Direct torque control 

In the 1980s, Takahashi made a significant advance in the field of induction motor drives by 

introducing the concept of direct torque control. This control technique has empowered engineers 

to exercise meticulous control over the motor's voltage inverter by enabling precise selection of 

the voltage vector. The selection process is intelligently guided by continuously monitoring the 

instantaneous errors of both the stator flux and electromagnetic torque, facilitating optimal control 

and unlocking enhanced motor performance [89]. Over time, DTC has evolved into two main 

classifications: classical DTC and Space Vector Modulation (SVM) DTC, each offering distinct 

advantages and tailored solutions to cater to different application requirements. 

The primary concept of direct torque control, initially known as classical DTC, was first 

introduced by Takahashi, setting the foundation for further advancements in this field. In this 

classical variant, hysteresis controllers take charge of precisely regulating the motor's torque and 

flux [92, 93]. These controllers provide crucial inputs for selecting the optimal voltage vector from 

a lookup switching table, which is aligned with the estimated position of the flux vector. To 

visualize Takahashi's proposed DTC structure, refer to Figure 2.6 [86], which showcases the 

switching table-based approach. 
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Figure 2.6. Classical direct torque control for variable frequency induction motor. 

 

SVM-DTC, as an alternative to the lookup switching table and hysteresis comparators, utilizes 

the space vector modulation unit and PI controllers for voltage vector control in the motor. The 

goal is to minimize torque and flux ripple by generating voltage vectors aligned with predefined 

voltage vector planes [94, 95]. SVM-DTC offers enhanced efficiency and smoother operation in 

comparison to classical DTC. Figure 2.7 portrays a general diagram of the control algorithm for 

SVM-DTC. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.7. SVM direct torque control for variable frequency induction motor. 

𝐼𝑠𝑎𝑏𝑐 

Ω𝑟𝑒𝑓 + 
− − 

+ 

− 
+ 

𝑉𝑑𝑐 
𝑆𝑤𝑖𝑡𝑐ℎ𝑖𝑛𝑔 𝑇𝑎𝑏𝑙𝑒 

𝑆𝑏 
 
𝑆𝑐 
 

𝑆𝑎 

Ω 
𝜙𝑠𝑟𝑒𝑓  

𝑇𝑒𝑟𝑒𝑓  

𝑇𝑒 

𝜃𝑠 

Ω 

𝜙𝑠 

𝑃𝐼 
𝑑𝑇𝑒 
 

𝑑∅𝑠 

Torque & 
Flux 

Estimation 

𝐼𝑠𝑎𝑏𝑐 

Ω𝑟𝑒𝑓 + 
− − 

+ 

− 
+ 

𝑉𝑑𝑐 
𝑆𝑉𝑀 

𝑆𝑏 
 
𝑆𝑐 
 

𝑆𝑎 

Ω 
𝜙𝑠𝑟𝑒𝑓  

𝑇𝑒𝑟𝑒𝑓  

𝑇𝑒 

𝜃𝑠 

Ω 

𝜙𝑠 

𝑃𝐼 

𝑉𝑠𝛼𝑟𝑒𝑓  

 

𝑉𝑠𝛽𝑟𝑒𝑓  

 

𝑃𝐼 

𝑃𝐼 

Torque & 
Flux 

Estimation 



  

 CHAPTER 2. STATE OF THE ART 

27 
 

 

A summary of the advantages and disadvantages of the mentioned control technique is given 

in Table 2.2. 

 

Table 2.2. Summary of induction motor control background. 

Control strategy Advantages Disdvantages 

Scalar control 
-Simple and easy to implement. 

-Cost-effective. 

-Limited dynamic response. 

-Less precise control. 

Field oriented 

control  

-High torque and speed control 

accuracy. 

-Improved control in transient 

conditions. 

-Reduced torque ripple. 

-More complex implementation. 

-Sensitive to parameter variation. 

-Increased computational 

requirements. 

Direct torque 

control 

-High dynamic response. 

-Fast torque and flux control 

response. 

-Less sensitive to parameter 

variation. 

-Better efficiency at low speeds. 

-More complex implementation. 

-Higher computational 

requirements. 

-Potential increase in audible 

noise. 

 

2.4.3. Induction motor nonlinear control 

Conventional methods, like utilizing proportional-integral-differential controller, may prove 

insufficient when trying to comprehend the intricacies of induction motor behavior. Discrepancies 

between the real system and the mathematical model established during the early stages of control 

design can be significant. As a result, there has been a growing focus on nonlinear control theory 

as a means to address this issue [96]. 

Intelligent algorithms have gained widespread use in the field of induction motor control due 

to their notable advantages, including fast response, high efficiency, and resilience to parameter 

variations. Among these algorithms, neural network and fuzzy logic control have emerged as 

leading contenders [97, 98]. However, despite their remarkable benefits, these two techniques have  



  

 CHAPTER 2. STATE OF THE ART 

28 
 

 

certain limitations. Their complex structures and reliance on prior knowledge and expertise make 

them less suitable for applications that require a straightforward and user-friendly approach. 

In the electric drive and power electronics fields, model predictive control has garnered 

attention as a promising technique. It enhances current quality, reduces torque ripples, and 

improves disturbance rejection by generating an optimal switching state within a sampling period 

to minimize the cost function [89, 99, 100]. Nevertheless, model predictive control also has its 

drawbacks. One of the main limitations is the high computational requirements needed for accurate 

prediction of system behavior. Additionally, accurate models of the system are crucial, which can 

pose challenges in applications affected by parameter variations. 

In contrast to the complexity and knowledge-dependence of intelligent algorithms, researchers 

have explored robust nonlinear control techniques that offer exceptional performance while 

maintaining a simpler calculation process. Sliding mode control, super-twisting control, input-

output feedback linearization, and back-stepping control [101-104] are among the most promising 

methods in this regard. These techniques provide an alternative approach to induction motor 

control, addressing the limitations of traditional methods. They are gaining significant attention 

due to their impressive performance in challenging environments. 

2.5. Driving into the future: “The autonomous electric vehicle era” 

As a result of the advancement in the autonomous electric vehicle field, the development of 

accurate, consistent, and resilient commands to combat sensor failures and environmental 

disruptions has been accomplished. Furthermore, this progress has led to a reduction in 

computational costs. Consequently, manufacturers are actively revealing their ambitious intentions 

to develop and launch their own fully autonomous vehicles in the imminent future. Within the 

array of announced systems, one particularly captivating innovation garners attention for its 

remarkable technological advancement and extensive media coverage. This groundbreaking 

creation is none other than the renowned Google Car, an autonomous vehicle meticulously crafted 

by the company bearing the same name [105]. The cutting-edge iteration of this revolutionary car 

can be observed in the visually striking Figure 2.8. This visionary solution represents a paradigm 

shift in automotive design, envisioning a vehicle that operates seamlessly and independently. 

Meticulously engineered with autonomy as the primary focus, this transformative vehicle breaks  
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Figure 2.8. Google car. 

 

free from traditional automotive norms by boldly eliminating conventional elements like the 

cockpit, including the steering wheel and pedals. This audacious departure from convention 

reflects a visionary approach to redefining the future of transportation. 

On the other side, Tesla, the pioneering automotive company, has captured widespread 

attention with its groundbreaking electric vehicles and their advanced autonomous capabilities 

[106]. Among the most remarkable and extensively discussed innovations is the Tesla Model S, 

showcased in the visually striking Figure 2.9.  

 

 

Figure 2.9. Tesla car model S. 
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Tesla's approach to autonomous driving goes beyond incremental advancements, aiming for 

full self-driving capabilities. The model S embodies the transformative vision, purposefully 

designed from the ground up with autonomous driving as a central tenet. Tesla's cutting-edge 

technology, including its Autopilot system, enables the vehicle to navigate roads, change lanes, 

and park autonomously. This audacious pursuit of a fully autonomous future sets Tesla apart as 

the company pushes the boundaries of what is possible in the realm of automotive innovation. 

With their commitment to electric mobility and innovative autonomous features, Tesla continues 

to shape the trajectory of the automotive industry and redefine the way we envision transportation. 

Apart from Tesla and Google car, traditional car manufacturers have ventured into the 

development of autonomous and electric vehicles. Here are some notable examples: 

- General Motors (GM): GM introduced the Chevrolet Bolt EV, an all-electric compact car 

with an impressive range. The company has also been investing in autonomous vehicle 

technology through its subsidiary, Cruise, which has been testing self-driving cars in 

various cities. 

- Ford: Ford has been actively involved in the development of electric vehicles, including 

the Mustang Mach-E, an all-electric SUV, and the Ford F-150 Lightning, an all-electric 

version of their popular pickup truck. They have also invested in autonomous vehicle 

technology and partnered with Argo AI for self-driving vehicle development. 

- Nissan: Nissan has made significant strides in electric vehicle technology with its Nissan 

Leaf, one of the world's best-selling electric cars. They continue to innovate in the EV 

space and have recently introduced the Ariya, an all-electric crossover SUV. 

- BMW: BMW has released several electric models, including the BMW i3 and BMW i8. 

The company has been actively exploring autonomous driving technologies and has 

partnered with other companies for research and development in this field. 

- Audi: Audi has been developing electric vehicles such as the Audi e-tron, an all-electric 

SUV, and the Audi e-tron GT. They have also been investing in autonomous driving 

technology and have showcased autonomous vehicle prototypes. 

- Mercedes-Benz: Mercedes-Benz has been expanding its electric vehicle offerings with 

models like the Mercedes-Benz EQC, an all-electric SUV. They have also been investing  
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in autonomous driving technology and have showcased concept vehicles with advanced 

autonomous features. 

These companies, along with many others, are actively contributing to the advancement of 

electric and autonomous vehicle technology, aiming to provide sustainable and innovative 

solutions for future transportation needs. 

2.6. Conclusion 

In this chapter, we have conducted an extensive bibliographic study on the control of 

autonomous electric vehicles, providing a comprehensive analysis of both the autonomous vehicle 

system as a whole and the specific aspects related to the control of the traction part in electric 

vehicles. By delving into the existing literature, we have gained valuable insights into the various 

control methodologies, techniques, and advancements in this rapidly evolving field. 

Researchers have made significant advancements in lateral control, developing advanced 

algorithms for accurate path tracking and navigation in complex traffic scenarios. However, 

challenges in real-time decision-making and handling uncertain environments remain active areas 

of research. Longitudinal control has also witnessed remarkable progress with technologies like 

adaptive cruise control and autonomous emergency braking, enabling vehicles to maintain safe 

distances and react swiftly to obstacles. Further research focuses on enhancing energy efficiency 

and coordination in mixed traffic scenarios. Speed planning, crucial for safe and efficient 

autonomous driving, utilizes predictive models, optimization algorithms, and real-time data to 

generate adaptable speed trajectories. 

The selection of an appropriate electrical drive system is crucial for achieving optimal 

performance and efficiency in autonomous EVs. Induction motors have emerged as a popular 

choice due to their robustness, reliability, and cost-effectiveness. Various control techniques have 

been developed to ensure efficient and precise control of induction motors in autonomous EVs. 

These control techniques include scalar control, field oriented control, direct torque control, and 

other nonlinear techniques that have gained significant attention due to their ability to operate at 

varying speeds and torque levels, making them well-suited for the diverse requirements of 

autonomous vehicles
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3.1. Introduction 

An autonomous electric vehicle is a non-holonomic system for transporting people and goods. 

The interest in this type of vehicles has known considerable attention due to the different fields in 

which these vehicles are used. The development of such applications requires modeling that is 

sufficiently representative of the vehicle. Modeling a vehicle means, among other things, 

establishing the differential equations that characterize the evolution of its parameters and 

variables over time. To describe its behavior, different models are proposed with more or less 

important simplifications, made according to the need of the embedded application to be designed. 

The appropriate model depends on the objectives and the application you plan to achieve. 

System modeling is a great tool to help understand the phenomena. The first reason for this is 

that, in order to develop new concepts into prototypes and ultimately into products, system 

modeling is really necessary. At the concept stage, low order models are required to understand 

the interactive dynamics of complex systems and, as development progresses in prototyping and 

manufacturing, more complex models of component size, fatigue determination may be necessary. 

Second, in order to achieve its objective, namely the simulation of a given phenomenon, the 

modeler is led to ask questions a little different from those posed by scientists in the field who 

usually study it. This helps to complete the paradigm used to address the phenomenon in question. 

Once modeled in the form of a mathematical model, it allows testing hypotheses. Faced with a 

phenomenon that is misunderstood, a hypothesis can be made about how this phenomenon works. 

A modeler can then translate this assumption into a model which can then be implemented. Using 

the resulting software, simulations can be performed. If they conform to certain aspects of the 

phenomenon, it can be concluded that the hypothesis formulated is not completely unrealistic. 

In this chapter, we will first present the most commonly encountered autonomous vehicle 

models in the literature and used in autonomous driving along a trajectory. Then, a particular model 

will be selected in this work due to an acceptable compromise between representativeness and 

simplicity in order to design a lateral control law that makes the autonomous vehicle navigate 

through a predefined trajectory. After that, we will present a mathematical description of part of 

the traction system, including the voltage inverter and induction motor used to control the 

autonomous electric vehicle speed. 
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3.2. Representation of autonomous vehicle 

The autonomous vehicle considered in this study is a vehicle with four drive wheels and one 

steering gear; only the front wheels are steerable. Their geometric parameters consist of the 

dimensions given by their wheelbase 𝐿𝑣 and their width 𝑊𝑣, and it is assumed that the structure of 

each vehicle is symmetrical with respect to its sagittal plane. This symmetry assumption is a classic 

assumption in the context of mobile robotics [108]. This part starts by introducing the different 

representations used for autonomous vehicle modeling before presenting the modeling technique 

used for autonomous vehicle driving. The modeling of the vehicle depends mainly on "four-wheel" 

vehicle representation or bicycle representation. 

3.2.1. Four-wheel vehicle representation 

The four-wheel vehicle representation bases itself on considering all four wheels of the vehicle 

to construct a mathematical model that describes the vehicle's motion and behavior under different 

kinds of situations, as shown in Figure 3.1.  

 

 

 

 

  

   

  

 

 

 

Figure 3.1. Four-wheel vehicle representation. 
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The notations used in Figure 3.1 and thereafter are as follows: 

- 𝐿𝑣: The vehicle wheelbase. 

- 𝑊𝑣: The vehicle width. 

- 𝐹𝑣: The point at the center of the front axle of the vehicle. 

- 𝑅𝑣: The point at the center of the rear axle of the vehicle. 

- 𝛿1 and 𝛿2: The equivalent steering angles of the front wheels of the vehicle. They are 

related to actual steering angles. 

This representation can be used to simulate the vehicle's dynamics and performance under 

different circumstances by using different approaches to create a mathematical model of a four-

wheel vehicle, such as using differential equations, multibody dynamics, or simplified models 

based on empirical data. This can include modeling of the vehicle's suspension, steering, 

powertrain, friction, and aerodynamics. 

In general, 4-wheel type representation is very useful when the vehicle is restricted in areas of 

nonlinear behavior to model the dynamic behavior of the vehicle, but it is rarely used in 

autonomous driving design due to its complexity.  

3.2.2. Bicycle representation 

The bicycle representation, which, as the name implies, reduces the four-wheel vehicle 

representation to only two wheels, similar to a bicycle. To realize this simplification, the vehicle's 

front wheels are simplified by a virtual wheel at the center of the front axle, and the rear wheels 

are simplified by a virtual wheel at the center of the rear axle, as shown in Figure 3.2, where the 

steering angle is consistent with the steering angle of the front wheel. 

By using this representation, the number of parameters required to describe the evolution of 

the vehicle can be kept to a minimum. This simplifies the modeling and, therefore, the development 

of the control laws for vehicle control while preserving adequate modeling accuracy for the 

description of motion. This particular bicycle representation is by far the most popular nowadays 

in autonomous vehicle field. It accurately emulates the real behavior of the vehicle under normal 

driving circumstances [109]. 
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Figure 3.2. Bicycle representation. 

 

In the remainder of this thesis, this simplified representation of the vehicle will be considered. 

The expressions of the set-points calculated subsequently for the control law of the vehicle will 

therefore be values of the speed and the steering angle of the virtual wheel of the bicycle. 

3.3. Modeling of tire-ground interaction 

If the entire vehicle can be considered a non-deformable solid, then the tires motion is evolving 

under the assumption of rolling without sliding. This assumption is highly sufficient to develop a 

vehicle model under the condition of operating in an urban environment with good contact on the 

ground [110,111]. The consideration of sliding in tire-ground contact, however, becomes crucial 

for studies on the placement of vehicles in natural environments. Since the tire is the only link 

between the vehicle and the ground, it is a matter of studying the efforts generated between the tire 

and the surface of the ground. 

Having a correct model of the tires in the dynamics of a vehicle is essential since it will make 

it possible to establish a more efficient control architecture. It is therefore the purpose of this 

section to introduce the existing models describing the phenomena of friction between the tire and 

the ground in order to build a model allowing the efforts related to tire-ground contact to be 

extracted, the first step in the construction of a global model of the vehicle. 
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3.3.1. Tire-ground contact efforts 

A tire is a viscoelastic toroid. It is the only interface between the vehicle and the ground. It 

mainly makes it possible to support the vertical load of the vehicle, to develop the longitudinal 

forces in the event of acceleration or braking, and to develop the lateral forces in a bend. Figure 

3.3 illustrates the forces and moments generated in the contact zone between the tire and the 

ground. 

 

 

 

 

 

 

 

 

 

 
 

Figure 3.3. Representation of efforts at tire-ground contact. 

 

The sum of the forces applied to the tire by the ground is assumed to be applied at the center 

of the contact patch and can be divided into three axes: 

- 𝐹𝑥: The longitudinal force transmitted by the tire to the ground at the point 𝑂𝑔 and defined 

linearly in the direction of the wheel. It is the main force allowing the vehicle to move 

forward. 

- 𝐹𝑦: The lateral force transmitted by the tire to the ground at the point 𝑂𝑔 and defined 

perpendicularly in the direction of the wheel. It is the main force allowing the vehicle to 

modify the direction of navigation. 

- 𝐹𝑧: The vertical force applied by the tire to the ground at the point 𝑂𝑔. It is mainly due to 

the mass of the vehicle and varies according to the load transfers during a turn, and the 

adjustment of the suspension. 
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By the same way, the torques that the tire receives from the ground can also be divided into 

three axes: 

- 𝑇𝑥: The reversal torque applied at the point 𝑂𝑔 is present when the reaction of the ground 

on the tire pointing upward is not aligned with the vertical force pointing downward. 

- 𝑇𝑦: The rolling resistance torque applied at the point 𝑂𝑔 which tends to slow down the 

rotation of the wheel 

- 𝑇𝑧: The auto-alignment torque applied at the point 𝑂𝑔 which appears in agreement with the 

lateral force and tends to bring the wheel back to a zero steering angle. 

- 𝑇𝑚: The motor torque applied at the point 𝐶𝑤 which is transmitted to the wheel either by 

the motor of the vehicle or by friction from the bearings for the non-driven wheels. 

- 𝑇𝑏: The braking resistive torque applied at the point 𝐶𝑤 which tends to slow the rotation of 

the wheel by the effect of the braking unit. 

From the perspective of vehicle yaw dynamics, the longitudinal 𝐹𝑥 and lateral 𝐹𝑦 forces are 

the most important components as they describe the vehicle's ability to accelerate and brake 

(longitudinal force) and to turn (lateral force). The result of the forces that the tire transmits in the 

contact ground could be described as follows: 

𝐹 = √𝐹𝑥
2 + 𝐹𝑦

2
                                                                                                                                        (3.1) 

Their value depends on the contact parameters, which are the vertical force, the nature of the 

ground, and the geometry of the tire. The separation of longitudinal and lateral forces allows for 

the separation and study of their effects on tire evolution.  

3.3.2. Tire-ground contact models 

The forces acting on the vehicle and the sliding that occurs in the area where the tires make 

contact with the ground are what cause this vehicle to move. The performance of the vehicle is 

significantly influenced by the tire-ground contact force model. Therefore, the choice of an 

adequate model is a crucial first step in modeling vehicle dynamics. 
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Modeling tire-ground contact amounts to determining the relationship linking the contact 

forces to the longitudinal sliding 𝜆 and the lateral sliding 𝛽. The values of these two parameters 

may depend on several factors:  

- The properties of the tire: the geometry, the composition (stiffness, materials, etc.), and the 

condition of the tire (pressure, wear, etc.) have an impact on the sliding parameters. 

- The type of ground (asphalt, earth, etc.) as well as its properties (dry, wet, etc.) can 

drastically changes the adhesion conditions. 

- The properties of the vehicle: the geometry of the vehicle and the stiffness of the 

suspensions can influence the load transfer during the change of direction or acceleration. 

The modeling of the tire-ground contact forces is quite complex. Many models have been 

developed [112], we can cite: Brown model [113], Dugoff model [114], Gim model [115,116], 

Kiencke and Nielsen model [117], Dahl model [118], LuGre Model [119], Pacejka model [120], 

linear model [121]. All tire evolution models can be categorized into three zone: 

- Linear zone: in this zone, the force is proportional to the sliding, both in the longitudinal 

and lateral planes. This zone, defined by low slippage, corresponds to the elastic 

deformation of the tire. 

- Transition zone: this zone appears when the sliding increases. In this zone, the relation 

between the slips and the forces transmitted is no longer linear; the slips increase more 

quickly than the forces, which end up saturating and reaching a maximum value.  

- Saturation zone: this zone corresponds to a stall situation of the tire; when the slip value 

increases, the force transmitted is constant, or even decreases. 

The sliding intervals 𝛽 ∈ [−5°, 5°] for the lateral dynamic and 𝜆 ∈ [−0.1,0.1] for the 

longitudinal dynamic generally limit the linear zone. The forces in this zone can be linked to the 

sliding by the following relations that express the linear model:  

{
𝐹𝑥 = 𝐶𝜆 ∙ 𝜆
𝐹𝑦 = 𝐶𝛽 ∙ 𝛽

                                                                                                                                        (3.2) 

where 𝐶𝜆 and 𝐶𝛽 denote the longitudinal and lateral stiffness respectively. 
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This simplified relationship is used in the automotive field where, when riding on asphalt, the 

adhesion is high and the riding conditions rarely leave this area. 

3.4. Modeling of autonomous vehicle 

Autonomous vehicle modeling involves creating mathematical models that simulate the 

behavior of autonomous vehicles. These models can be used to test and evaluate the performance 

of the vehicle's control systems, predict how the vehicle will respond in different driving scenarios, 

and optimize the vehicle's navigation and decision-making algorithms. The vehicle modeling can 

be represented with different levels of precision and complexity, and the choice depends on the 

objectives to be achieved [122,123]. 

3.4.1. Kinematic model 

It is a typical approximation for autonomous vehicle motion, for a basic vehicle analysis, and 

for determining intuitive control laws to model the vehicle system with a kinematic bicycle model. 

A kinematic model of a vehicle is a mathematical representation of the motion of the vehicle, 

without taking into account the forces that cause the motion (such as friction or aerodynamics). It 

typically includes equations of motion for the position, velocity, and acceleration of the vehicle, 

as well as any constraints on the motion such as steering angle.  

In an absolute coordinate system (𝑋 − 𝑌), the location of the vehicle is described by the 

position of the center point 𝑅𝑣 of the rear wheel characterized by its abscissa 𝑥 and its ordinate 𝑦, 

and by the orientation 𝜓 of the vehicle axis with respect to the horizontal axis. These notations are 

represented in Figure 3.4, where 𝑣 is the forward speed of the vehicle. 

The kinematic model of a vehicle can be described using a set of nonlinear equations. These 

equations describe the relationship between the inputs (such as steering and desired speed) and the 

outputs (such as position, velocity, and acceleration) of the vehicle. For the front and rear wheels, 

the non-holonomic constraint equations are: 

{
�̇�𝑓 ∙ 𝑠𝑖𝑛(𝜓 + 𝛿) − �̇�𝑓 ∙ 𝑐𝑜𝑠(𝜓 + 𝛿) = 0

�̇�𝑟 ∙ 𝑠𝑖𝑛(𝜓) − �̇�𝑟 ∙ 𝑐𝑜𝑠(𝜓) = 0
                                                                                                     (3.3) 

where (𝑥𝑓 , 𝑦𝑓) and (𝑥𝑟 , 𝑦𝑟) are the global coordinates of the front and rear wheels, respectively.  
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Figure 3.4. Kinematic model based on bicycle representation. 

 

The non-holonomic constraint on the rear wheel in the Equations (3.3), is satisfied by: 

{
�̇�𝑟 = 𝑐𝑜𝑠(𝜓)

�̇�𝑟 = 𝑠𝑖𝑛(𝜓)
                                                                                                                                        (3.4) 

Additionally, any of their scalar multiples can satisfy it. This scalar is equivalent to the 

longitudinal velocity 𝑣 : 

{
�̇�𝑟 = 𝑣 ∙ 𝑐𝑜𝑠(𝜓)

�̇�𝑟 = 𝑣 ∙ 𝑠𝑖𝑛(𝜓)
                                                                                                                                        (3.5) 

Given that the front wheel is separated by a distance 𝐿𝑣 from the rear wheel along the vehicle's 

orientation, the expression for (𝑥𝑓 , 𝑦𝑓) can be written as follows: 

{
𝑥𝑓 = 𝑥𝑟 + 𝐿𝑣 ∙ cos(𝜓)

𝑦𝑓 = 𝑦𝑟 + 𝐿𝑣 ∙ sin(𝜓)
                                                                                                                            (3.6) 

By using the Equations (3.5) and (3.6) in the expression of the front wheel in the equations 

(3.3), the front wheel equation gives a solution for �̇� as: 

𝛿 

𝑋 

𝑦 

𝑥 

𝜓 

𝑌 

𝑣 
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�̇� =
𝑣

𝐿𝑣
tan(𝛿)                                                                                                                                    (3.7) 

Finally, the kinematic model based on the bicycle representation, expressed with respect to 

the rear wheel, is described by the following system of equations [109]: 

{

�̇�𝑟 = 𝑣 ∙ cos(𝜓)
�̇�𝑟 = 𝑣 ∙ sin(𝜓)

�̇� =
𝑣

𝐿𝑣
tan(𝛿)

                                                                                                                                        (3.8) 

The three states of this system are (𝑥𝑟 , 𝑦𝑟 , 𝜓) and the two commands are the steering angle 𝛿 

and the speed 𝑣, such as (𝛿, 𝑣). This model is defined at any point in the state space, as long as: 

 𝛿 ≠
𝜋

2
 𝑚𝑜𝑑(𝜋) 

due to the domain of existence of the tangent function. In practice, the vehicle steering angles 

never reach 
𝜋

2
 𝑟𝑎𝑑 , they are limited to a maximum deflection depending on the physical structure 

of the vehicles. 

This type of nonlinear model is simple and only requires knowledge of the wheelbase. 

However, it is only valid for slow variations in trajectory curvature due to low speed [124]. Despite 

this limitation, the kinematic model is the most commonly used model for generating trajectories 

and developing control laws for vehicle control [109]. It is sufficiently representative to be 

commonly used during numerous autonomous vehicle control applications operating in an urban 

or industrial environment. For example, the autonomous vehicle that won the 2005 DARPA Grand 

Challenge uses this model for the design of the lateral controller [125].  

3.4.2. Dynamic model 

A dynamic model of an autonomous vehicle is a more detailed mathematical representation of 

the vehicle's movement and behavior. It includes factors such as velocity, acceleration, and 

steering angle, as well as the vehicle's dynamics, such as tire forces and gravity. Dynamic models 

take into account the vehicle's interactions with the environment and the forces that act on it, which 

can affect its behavior. This model can be used to predict how the vehicle will behave in different  
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scenarios, such as when accelerating or turning, and to simulate the effects of different control 

inputs. 

Using an adapted linear model, the wheels are considered deformable solids. It is therefore 

now possible to explain the overall movement of the vehicle by integrating the phenomena 

resulting from the wheel-ground interaction. The tire-ground contact model adopted makes it 

possible to characterize the forces transmitted to the contact in both longitudinal and lateral 

directions. The dynamic equations then describe the evolution of the vehicle according to these 

forces. The representation of dynamic model is illustrated in Figure 3.5.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.5. Dynamic model based on bicycle representation. 

 

The notations used in this model are as follows: 

- 𝐺𝑣: The vehicle center of gravity. 

- 𝐿𝑓 and 𝐿𝑟: The geometric distance 𝐺𝐹̅̅ ̅̅  and 𝐺𝑅̅̅ ̅̅ , respectively. 

- 𝑣𝑔: The vehicle velocity at the center of gravity. 
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- 𝑣𝑥 and 𝑣𝑦: The longitudinal and lateral velocities at the center of gravity, respectively 

- 𝛽: The overall sliding angle at the center of gravity 

- 𝛽𝑓 and 𝛽𝑟: The sliding angles of the front and rear wheels, respectively. 

- 𝐹𝑥𝑓 and 𝐹𝑦𝑓: The longitudinal and lateral forces applied on the front wheel, respectively. 

- 𝐹𝑥𝑟 and 𝐹𝑦𝑟: The longitudinal and lateral forces applied on the rear wheel, respectively. 

The establishment of the dynamic model equations is based on two principles: the first 

concerns the balance of the external forces acting on the vehicle in both the longitudinal direction 

𝐹𝑥 and the lateral direction 𝐹𝑦, and the second concerns the balance of the dynamic moment 𝑀𝑧 of 

the vehicle with respect to the external moments: 

{

∑𝐹𝑥 = 𝑚 ∙ 𝑎𝑥
∑𝐹𝑦 = 𝑚 ∙ 𝑎𝑦

∑𝑀𝑧 = 𝐼𝑧 ∙ �̈�

                                                                                                                                        (3.9) 

with 𝑚 and 𝐼𝑧 are the vehicle mass and inertia at the center of gravity, respectively. 

The total lateral and longitudinal accelerations, 𝑎𝑥 and 𝑎𝑦,  used in Equations (3.9) 

respectively, can be expressed as follows [126]: 

{
𝑎𝑥 = 𝑣�̇� − �̇� ∙ 𝑣𝑦

𝑎𝑦 = 𝑣�̇� + �̇� ∙ 𝑣𝑥
                                                                                                                                        (3.10) 

Therefore, the total applied forces in the longitudinal and lateral directions could be expressed 

as follows:  

{
𝑚(𝑣�̇� ∙ cos 𝛽 − 𝑣𝑔 ∙ �̇� ∙ sin 𝛽 − 𝑣𝑔 ∙ �̇� ∙ sin 𝛽) = 𝐹𝑥𝑓 ∙ cos 𝛿 − 𝐹𝑦𝑓 ∙ sin 𝛿 + 𝐹𝑥𝑟

𝑚(𝑣�̇� ∙ sin 𝛽 + 𝑣𝑔 ∙ �̇� ∙ cos 𝛽 + 𝑣𝑔 ∙ �̇� ∙ cos 𝛽) = 𝐹𝑥𝑓 ∙ sin 𝛿 + 𝐹𝑦𝑓 ∙ cos 𝛿 + 𝐹𝑦𝑟
              (3.11) 

Moreover, the equation of the moments around the vertical axis gives the expression of the 

rotational acceleration: 

𝐼𝑧 ∙ �̈� = 𝐿𝑓(𝐹𝑥𝑓 ∙ sin 𝛿 + 𝐹𝑦𝑓 ∙ cos 𝛿) − 𝐿𝑟 ∙ 𝐹𝑦𝑟                                                                                             (3.12) 
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The expressions for the front and rear wheel sliding angles are provided by [109]: 

{
𝛽𝑓 = tan−1 (tan𝛽 +

𝐿𝑓∙�̇�

𝑣𝑔 ∙cos𝛽
) − 𝛿

𝛽𝑟 = tan
−1 (tan𝛽 −

𝐿𝑟.�̇�

𝑣𝑔∙cos𝛽
)

                                                                                                (3.13) 

The evolutions of the linear velocity �̇�𝑔, rotational velocity �̈�, and the drift angle �̇� at the 

center of gravity are calculated using Equations (3.11) and (3.12). These relations, along with the 

front and rear wheel sliding angles define the dynamic evolution of the vehicle [127]: 

{
 
 
 
 

 
 
 
 𝑣�̇� =

1

𝑚
[𝐹𝑥𝑓 ∙ cos(𝛿 − 𝛽) − 𝐹𝑦𝑓 ∙ sin(𝛿 − 𝛽) + 𝐹𝑥𝑟 ∙ cos(𝛽) + 𝐹𝑦𝑟 ∙ sin(𝛽)]

�̈� =
1

𝐼𝑧
[𝐿𝑓(𝐹𝑥𝑓 ∙ sin 𝛿 + 𝐹𝑦𝑓 ∙ cos 𝛿) − 𝐿𝑟 ∙ 𝐹𝑦𝑟]

�̇� =
1

𝑚∙𝑣𝑔
[𝐹𝑥𝑓 ∙ sin(𝛿 − 𝛽) + 𝐹𝑦𝑓 ∙ cos(𝛿 − 𝛽) − 𝐹𝑥𝑟 ∙ sin(𝛽) + 𝐹𝑦𝑟 ∙ cos(𝛽)] − �̇�

𝛽𝑓 = tan
−1 (tan 𝛽 +

𝐿𝑓∙�̇�

𝑣𝑔∙cos𝛽
) − 𝛿

𝛽𝑟 = tan
−1 (tan𝛽 −

𝐿𝑟∙�̇�

𝑣𝑔∙cos𝛽
)

       (3.14) 

Dynamic model is more accurate than kinematic model, as it takes into account the forces 

acting on the vehicle, but it is also more complex and computationally intensive. However, it can 

provide a number of advantages for autonomous vehicles. 

3.4.3. Extended kinematic model 

The kinematic model for an autonomous vehicle presented previously is a mathematical model 

that describes the motion of the vehicle without considering the forces that cause the motion. It 

describes the position, velocity, and acceleration of the vehicle in terms of its components, such as 

wheels and steering. In the case where the vehicle must evolve in a natural environment, the 

hypothesis of rolling without sliding is no longer valid and the tires slip on the ground more or less 

intensely depending on various factors (longitudinal acceleration, lateral acceleration, load, 

coefficient ground friction etc.). 

Another approach, namely extended kinematic model, consists of taking into account the 

effects of the contact forces, namely the sliding, and considering them as additional movements of  
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the vehicle [128]. The extended kinematic model for autonomous vehicle is a mathematical model 

that describes the motion and behavior of the vehicle in a more detailed and complex way than a  

basic kinematic model. It typically includes additional variables and equations that take into 

account factors such as tire forces and steering dynamics. 

As illustrated in Figure 3.6 that show a representation of the extended kinematic model, the 

actual direction of the velocity vector differing from its theoretical direction but shifted by angles 

𝛽𝑓 or 𝛽𝑟 which are called sliding angles. These angles are produced by the tire's deformation as 

well as its sliding motion on the ground, respectively. It is an important variable used to describe 

the lateral component of the interaction force at the tire's point of contact with the ground. 

 

 

 

 

 

 

 

 

Figure 3.6. Extended kinematic model based on bicycle representation. 

 

To take these drift angles into account, the kinematic model must therefore be based on the 

real direction of the speed vectors and not on the tires direction. This model, called the extended 

kinematic model is derived based on the kinematic model in absolute coordinates as [129]: 

{

ẋ = 𝑣 ∙ cos(𝜓 + 𝛽𝑟)
ẏ = 𝑣 ∙ sin(𝜓 + 𝛽𝑟)

�̇� = 𝑣 ∙ cos(𝛽𝑟)
tan(𝛿+𝛽𝑓)− tan(𝛽𝑟)

𝐿𝑣

                                                                               (3.15) 

𝑋 

𝑦 

𝑥 

𝜓 

𝑌 

𝑣 

𝛽𝑓 
𝛿 

𝛽𝑟 



  

 CHAPTER 3. SYSTEM ANALYTICAL MODELING 

47 
 

 

The conditions of existence of this model are: 

 {
𝛿 + 𝛽𝑓 ≠

𝜋

2
 𝑚𝑜𝑑(𝜋)

𝛽𝑟 ≠
𝜋

2
 𝑚𝑜𝑑(𝜋)

   

due to the domain of existence of the tangent function. In real situations, the sliding angles values 

are small, while the limited value of steering angle allows us to ensure that this situation will never 

be approached during navigation. 

Similarly, to the kinematic model, the three states of this system are (𝑥, 𝑦, 𝜓) and the two 

commands are the steering angle 𝛿 and the speed 𝑣, such as (𝛿, 𝑣). However, two additional 

variables, 𝛽𝑓 and 𝛽𝑟, reflecting the sliding are introduced. All the parameters of the model can thus 

be measured directly or easily deduced from the measurements, with the exception of the sliding 

angles, which impose additional difficulty. These angles depend on many parameters, such as the 

speed of the vehicle, the tires, the curvature of the trajectory, or the grip conditions. If these 

measurements are not possible, we can estimate the sliding angles using an observer [130].  

3.5. Modeling of the traction part 

In electric vehicles, the traction system is responsible for providing power to the wheels and 

allowing the vehicle to move. It consists of the electric motor, power electronics, transmission, 

and forces affecting the vehicle motion. The electric motor receives electricity from energy sources 

like batteries, super capacitors, and fuel cells and converts it into mechanical energy to propel the 

vehicle. Power electronics, such as the voltage inverter, control the flow of electricity from the 

energy sources to the motor. The transmission, also known as the gearbox, manages the transfer 

of power from the motor to the wheels. This combination of components makes up the electric 

drivetrain of an electric vehicle. 

3.5.1. Voltage inverter model 

An inverter in an electric circuit is a device that converts direct current into alternating current. 

A three-phase two-level inverter will be used in this research to convert a direct current voltage 

into a three-phase alternating current voltage with different amplitude and frequency. The circuit  
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of this type of inverter typically consists of three legs with two power switching devices in each 

leg; each switching device contains an Insulated Gate Bipolar Transistor (IGBT) and a diode 

mounted from head to tail. The six-pulse converter configuration is another name for this converter 

(Figure 3.7). In this circuit, the switches in one leg are alternately switched with a brief dead period 

to prevent both from conducting at the same time. Therefore, to operate both switches in a leg, one 

switching function is required [131]. 

 

 

Figure 3.7. Two level voltage inverter. 

 

For the phase-to-phase voltages 𝑉𝑎𝑏, 𝑉𝑏𝑐, and 𝑉𝑐𝑎, we have: 

{
𝑉𝑎𝑏 = 𝑉𝑎𝑜 + 𝑉𝑜𝑏 = 𝑉𝑎𝑜 − 𝑉𝑏𝑜
𝑉𝑏𝑐 = 𝑉𝑏𝑜 + 𝑉𝑜𝑐 = 𝑉𝑏𝑜 − 𝑉𝑐𝑜
𝑉𝑐𝑎 = 𝑉𝑐𝑜 + 𝑉𝑜𝑎 = 𝑉𝑐𝑜 − 𝑉𝑎𝑜

                                                                                       (3.16) 

These voltages can be expressed in functions of the switches 𝑆1, 𝑆2, and 𝑆3 as follows: 

{

𝑉𝑎𝑏 = 𝑉𝐷𝐶(𝑆1 − 𝑆2)

𝑉𝑏𝑐 = 𝑉𝐷𝐶(𝑆2 − 𝑆3)
𝑉𝑐𝑎 = 𝑉𝐷𝐶(𝑆3 − 𝑆1)

                                                                                                     (3.17) 

Let 𝑛 be the index of the neutral point on the alternating side. We have: 

{
𝑉𝑎𝑜 = 𝑉𝑎𝑛 + 𝑉𝑛𝑜
𝑉𝑏𝑜 = 𝑉𝑏𝑛 + 𝑉𝑛𝑜
𝑉𝑐𝑜 = 𝑉𝑐𝑛 + 𝑉𝑛𝑜

                                                                                                            (3.18) 
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Given that the neutral is isolated and the load is balanced, then: 

𝑉𝑎𝑛 + 𝑉𝑏𝑛 + 𝑉𝑐𝑛 = 0                                                                                                       (3.19) 

By using the Equation (3.19) and the Equations (3.18), we get: 

𝑉𝑛𝑜 =
1

3
(𝑉𝑎𝑜 + 𝑉𝑏𝑜 + 𝑉𝑐𝑜)                                                                                              (3.20) 

By substituting the Equation (3.20) in the Equations (3.18), we get the simple voltages: 

{
 
 

 
 𝑉𝑎𝑛 =

1

3
(2𝑉𝑎𝑜 − 𝑉𝑏𝑜 − 𝑉𝑐𝑜)

𝑉𝑏𝑛 =
1

3
(−𝑉𝑎𝑜 + 2𝑉𝑏𝑜 − 𝑉𝑐𝑜)

𝑉𝑐𝑛 =
1

3
(−𝑉𝑎𝑜 − 𝑉𝑏𝑜 + 2𝑉𝑐𝑜)

                                                                                      (3.21) 

As functions of the switches 𝑆1, 𝑆2, and 𝑆3, these voltages can be expressed as follows: 

{
 
 

 
 𝑉𝑎𝑛 =

1

3
𝑉𝐷𝐶(2𝑆1 − 𝑆2 − 𝑆3)

𝑉𝑏𝑛 =
1

3
𝑉𝐷𝐶(−𝑆1 + 2𝑆2 − 𝑆3)

𝑉𝑐𝑛 =
1

3
𝑉𝐷𝐶(−𝑆1 − 𝑆2 + 2𝑆3)

                                                                                    (3.22) 

Depending on the states of the switches 𝑆1, 𝑆2, and 𝑆3, there is eight possible vectors that 

can be obtained as illustrated in Figure 3.8 [132]: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.8. Vectors generated by two level voltage inverter in 𝛼 − 𝛽 frame. 
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The corresponding voltages of each of the eight states are summarized in Table 3.1[133]:  

 

Table 3.1. Voltages generated by two level voltage inverter. 

 

3.5.2. Induction motor model 

Three-phase induction machines have been considered one of the most widely used electrical 

machines in industrial applications due to their inexpensive, simple, and robust construction. Its 

use in high-performance variable-speed drive systems requires the imposition of specific and 

complex control structures based on the mathematical model of the machine [134]. Several 

hypotheses are typically used in the modeling of the IM. We assume that if the winding is supplied 

with sinusoidal currents, they will be dispersed to produce a magnetomotive sinusoidal force. 

Additionally, we presumptively operate in an unsaturated regime. A uniform thickness is also 

expected for the motor air gap. Eddy currents and the hysteresis phenomenon are neglected [135]. 

The IM shown in Figure 3.9 is composed of a stationary stator circuit with three identical 

phases offset by 120 degrees and a mobile rotor circuit with three identical phases in staggered 

short circuits separated by 120 degrees. The angle 𝜃 marks the position of the rotor phase in 

relation to that of the stator phase and 𝜔 is the electrical speed of the induction motor [136]. 

Vrs Switches Phase voltages Phase to phase voltages 

𝑛° 𝑆1 𝑆2 𝑆3 𝑉𝑎𝑛 𝑉𝑏𝑛 𝑉𝑐𝑛 𝑉𝑎𝑏 𝑉𝑏𝑐 𝑉𝑐𝑎 

0 0 0 0 0 0 0 0 0 0 

1 0 0 1 −
1

3
𝑉𝐷𝐶 −

1

3
𝑉𝐷𝐶 

2

3
𝑉𝐷𝐶 0 −𝑉𝐷𝐶 𝑉𝐷𝐶 

2 0 1 0 −
1

3
𝑉𝐷𝐶 

2

3
𝑉𝐷𝐶 −

1

3
𝑉𝐷𝐶 −𝑉𝐷𝐶 𝑉𝐷𝐶 0 

3 0 1 1 −
2

3
𝑉𝐷𝐶 

1

3
𝑉𝐷𝐶 

1

3
𝑉𝐷𝐶 −𝑉𝐷𝐶 0 𝑉𝐷𝐶 

4 1 0 0 
2

3
𝑉𝐷𝐶 −

1

3
𝑉𝐷𝐶 −

1

3
𝑉𝐷𝐶 𝑉𝐷𝐶 0 −𝑉𝐷𝐶 

5 1 0 1 
1

3
𝑉𝐷𝐶 −

2

3
𝑉𝐷𝐶 

1

3
𝑉𝐷𝐶 𝑉𝐷𝐶 −𝑉𝐷𝐶 0 

6 1 1 0 
1

3
𝑉𝐷𝐶 

1

3
𝑉𝐷𝐶 −

2

3
𝑉𝐷𝐶 0 𝑉𝐷𝐶 −𝑉𝐷𝐶 

7 1 1 1 0 0 0 0 0 0 
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Figure 3.9. Representation of a three-phase induction motor. 

 

According to Faraday law, we can write: 

𝑉 = 𝑅 ∙ 𝐼 +
𝑑𝜙

𝑑𝑡
                                                                                                                (3.23) 

 

By applying this law on each motor winding, we get the electrical equations of the IM: 

{
[𝑉𝑠] = [𝑅𝑠𝑠][𝐼𝑠] +

𝑑

𝑑𝑡
[𝜙𝑠]

[𝑉𝑟] = 0 = [𝑅𝑟𝑟][𝐼𝑟] +
𝑑

𝑑𝑡
[𝜙𝑟]

                                                                                                 (3.24) 

where: 

- [𝑉𝑠] = [𝑉𝑠𝑎  𝑉𝑠𝑏  𝑉𝑠𝑐]
𝑇: Instantaneous voltages 𝑎, 𝑏, and 𝑐 of the stator phases.  

- [𝐼𝑠] = [𝐼𝑠𝑎  𝐼𝑠𝑏 𝐼𝑠𝑐]
𝑇: Instantaneous currents 𝑎, 𝑏, and 𝑐 of the stator phases.  

- [𝜙𝑠] = [𝜙𝑠𝑎  𝜙𝑠𝑏  𝜙𝑠𝑐]
𝑇: Instantaneous flux 𝑎, 𝑏, and 𝑐 of the stator phases.  

- [𝑉𝑟] = [𝑉𝑟𝑎  𝑉𝑟𝑏 𝑉𝑟𝑐]
𝑇: Instantaneous voltages 𝑎, 𝑏, and 𝑐 of the rotor phases.  

- [𝐼𝑟] = [𝐼𝑟𝑎  𝐼𝑟𝑏 𝐼𝑟𝑐]
𝑇: Instantaneous currents 𝑎, 𝑏, and 𝑐 of the rotor phases.  

- [𝜙𝑟] = [𝜙𝑟𝑎  𝜙𝑟𝑏 𝜙𝑟𝑐]
𝑇: Instantaneous flux 𝑎, 𝑏, and 𝑐 of the rotor phases.  

 

𝑉𝑠𝑎 

𝐼𝑠𝑎 

𝑉𝑠𝑏 

𝑉𝑠𝑐 

𝐼𝑠𝑏 

𝐼𝑠𝑐 

𝑉𝑟𝑎 

𝑉𝑟𝑏 

𝑉𝑟𝑐 

𝐼𝑟𝑎 

𝐼𝑟𝑏 

𝐼𝑟𝑐 

𝑆𝑎 

𝑆𝑏 𝑆𝑐 

𝑅𝑎 

𝑅𝑏 

𝑅𝑐 

𝜃 

𝜔 
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- [𝑅𝑠𝑠] = [

𝑅𝑠 0 0
0 𝑅𝑠 0
0 0 𝑅𝑠

]: Resistances 𝑎, 𝑏, and 𝑐 of the stator phases. 

- [𝑅𝑟𝑟] = [
𝑅𝑟 0 0
0 𝑅𝑟 0
0 0 𝑅𝑟

]: Resistances 𝑎, 𝑏, and 𝑐 of the rotor phases. 

Under the hypothesis of operation without magnetic saturation, the IM magnetic equations 

could be written as follows: 

{
[𝜙𝑠] = [𝐿𝑠𝑠][𝐼𝑠] + [𝑀𝑠𝑟][𝐼𝑟]

[𝜙𝑟] = [𝑀𝑟𝑠][𝐼𝑠] + [𝐿𝑟𝑟][𝐼𝑟]
                                                                                                 (3.25) 

with:  

[𝐿𝑠𝑠] = [

𝑙𝑠 𝑚𝑠 𝑚𝑠

𝑚𝑠 𝑙𝑠 𝑚𝑠

𝑚𝑠 𝑚𝑠 𝑙𝑠

];                   [𝐿𝑟𝑟] = [

𝑙𝑟 𝑚𝑟 𝑚𝑟

𝑚𝑟 𝑙𝑟 𝑚𝑟

𝑚𝑟 𝑚𝑟 𝑙𝑟

]; 

[𝑀𝑠𝑟] = [𝑀𝑟𝑠]
𝑇 = 𝑚𝑠𝑟

[
 
 
 
 
 cos 𝜃 cos(𝜃 +

2𝜋

3
) cos(𝜃 −

2𝜋

3
)

cos(𝜃 −
2𝜋

3
) cos 𝜃 cos(𝜃 +

2𝜋

3
)

cos(𝜃 +
2𝜋

3
) cos(𝜃 −

2𝜋

3
) cos 𝜃 ]

 
 
 
 
 

 

 

where: 

- 𝑙𝑠 and 𝑙𝑟: Inductances of a stator phase and a rotor phase, respectively. 

- 𝑚𝑠 and 𝑚𝑟: Mutual inductances between two stator phases and between two rotor phases, 

respectively. 

- 𝑚𝑠𝑟: Maximum value of mutual inductance between stator phase and rotor phase. 

The two-phase model of the IM is carried out by a transformation of the three-phase reference 

(𝑎 − 𝑏 − 𝑐) into a two-phase reference, which leads to the reduction order of the machine 

equations. The most common transformation into a two-phase model is known as the Park 

transformation, where the new reference (𝑑 − 𝑞) could be positioned either in the stator, the rotor, 

or in a rotating field. The principle of these transformations is illustrated in Figure 3.10 [96]. 
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Figure 3.10. Representation of a two-phase induction motor. 

 

Based on Figure 3.10 The transformation matrix from (𝑎 − 𝑏 − 𝑐) reference to (𝑑 − 𝑞) 

reference is defined as: 

𝑇 = 𝑘 [
cos 𝜃𝑠 cos (𝜃𝑠 −

2𝜋

3
) cos (𝜃𝑠 −

4𝜋

3
)

−sin 𝜃𝑠 −sin (𝜃𝑠 −
2𝜋

3
) −sin (𝜃𝑠 −

4𝜋

3
)
]                                                         (3.26) 

where 𝑘 is a constant that which plays a crucial role in characterizing the transformation. When 

power conservation is not a concern, 𝑘 can be assigned a value of 
2

3
. On the other hand, in scenarios 

where power conservation is paramount, 𝑘 assumes the value of √
2

3
 , facilitating a transformation 

that upholds power conservation principles. 

Then, the inverse of the transformation matrix is:  

𝑇−1 = 𝑘

[
 
 
 

cos 𝜃𝑠 −sin 𝜃𝑠

cos (𝜃𝑠 −
2𝜋

3
) −sin (𝜃𝑠 −

2𝜋

3
)

cos (𝜃𝑠 −
4𝜋

3
) −sin (𝜃𝑠 −

4𝜋

3
)]
 
 
 

                                                                        (3.27) 
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Based on the transformation matrix 𝑇, the electrical equations of the IM in (𝑑 − 𝑞) frame are 

deduced as follows: 

{
  
 

  
 𝑉𝑠𝑑 = 𝑅𝑠 ∙ 𝐼𝑠𝑑 +

𝑑𝜙𝑠𝑑

𝑑𝑡
−
𝑑𝜃𝑠

𝑑𝑡
𝜙𝑠𝑞

𝑉𝑠𝑞 = 𝑅𝑠 ∙ 𝐼𝑠𝑞 +
𝑑𝜙𝑠𝑞

𝑑𝑡
+
𝑑𝜃𝑠

𝑑𝑡
𝜙𝑠𝑑

𝑉𝑟𝑑 = 0 = 𝑅𝑟 ∙ 𝐼𝑟𝑑 +
𝑑𝜙𝑟𝑑

𝑑𝑡
−
𝑑𝜃𝑟

𝑑𝑡
𝜙𝑟𝑞

𝑉𝑟𝑞 = 0 = 𝑅𝑟 ∙ 𝐼𝑟𝑞 +
𝑑𝜙𝑟𝑞

𝑑𝑡
+
𝑑𝜃𝑟

𝑑𝑡
𝜙𝑟𝑑

                                                                                   (3.28) 

with: 

𝜃 = 𝜃𝑠 − 𝜃𝑟                                                                                                                    (3.29) 

where: 

- 𝑉𝑠𝑑 and 𝑉𝑠𝑞: Instantaneous voltages 𝑑 and 𝑞 of the stator phases in (𝑑 − 𝑞)frame. 

- 𝑉𝑟𝑑 and 𝑉𝑟𝑞: Instantaneous voltages 𝑑 and 𝑞 of the rotor phases in (𝑑 − 𝑞)frame. 

- 𝐼𝑠𝑑 and 𝐼𝑠𝑞: Instantaneous currents 𝑑 and 𝑞 of the stator phases in (𝑑 − 𝑞)frame. 

- 𝐼𝑟𝑑 and 𝐼𝑟𝑞: Instantaneous currents 𝑑 and 𝑞 of the rotor phases in (𝑑 − 𝑞)frame. 

- 𝜙𝑠𝑑 and 𝜙𝑠𝑞: Instantaneous flux 𝑑 and 𝑞 of the stator phases in (𝑑 − 𝑞)frame. 

- 𝜙𝑟𝑑 and 𝜙𝑟𝑞: Instantaneous flux 𝑑 and 𝑞 of the rotor phases in (𝑑 − 𝑞)frame. 

- 𝜃𝑠 and 𝜃𝑟: The angles between the stator phase 𝑎 and the direct axis 𝑑 and between the 

rotor phase 𝑎 and the direct axis 𝑑, respectively. 

In a reference frame linked to the rotating field, where 
𝑑𝜃𝑟

𝑑𝑡
=𝜔𝑠𝑙 is the sliding pulse and 

𝑑𝜃𝑠

𝑑𝑡
=𝜔𝑠, 

the electrical equations become: 

{
  
 

  
 𝑉𝑠𝑑 = 𝑅𝑠 ∙ 𝐼𝑠𝑑 +

𝑑𝜙𝑠𝑑

𝑑𝑡
− 𝜔𝑠 ∙ 𝜙𝑠𝑞

𝑉𝑠𝑞 = 𝑅𝑠 ∙ 𝐼𝑠𝑞 +
𝑑𝜙𝑠𝑞

𝑑𝑡
+ 𝜔𝑠 ∙ 𝜙𝑠𝑑

𝑉𝑟𝑑 = 0 = 𝑅𝑟 ∙ 𝐼𝑟𝑑 +
𝑑𝜙𝑟𝑑

𝑑𝑡
− 𝜔𝑠𝑙 ∙ 𝜙𝑟𝑞

𝑉𝑟𝑞 = 0 = 𝑅𝑟 ∙ 𝐼𝑟𝑞 +
𝑑𝜙𝑟𝑞

𝑑𝑡
+ 𝜔𝑠𝑙 ∙ 𝜙𝑟𝑑

                                                                                  (3.30) 
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In a reference frame linked to the rotor, 𝜃𝑟=0, then 𝜃𝑠 = 𝜃, and 
𝑑𝜃𝑠

𝑑𝑡
=

𝑑𝜃

𝑑𝑡
= 𝜔, the electrical 

equations become: 

{
  
 

  
 𝑉𝑠𝑑 = 𝑅𝑠 ∙ 𝐼𝑠𝑑 +

𝑑𝜙𝑠𝑑

𝑑𝑡
− 𝜔 ∙ 𝜙𝑠𝑞

𝑉𝑠𝑞 = 𝑅𝑠 ∙ 𝐼𝑠𝑞 +
𝑑𝜙𝑠𝑞

𝑑𝑡
+ 𝜔 ∙ 𝜙𝑠𝑑

𝑉𝑟𝑑 = 0 = 𝑅𝑟 ∙ 𝐼𝑟𝑑 +
𝑑𝜙𝑟𝑑

𝑑𝑡

𝑉𝑟𝑞 = 0 = 𝑅𝑟 ∙ 𝐼𝑟𝑞 +
𝑑𝜙𝑟𝑞

𝑑𝑡

                                                                                             (3.31) 

In a reference frame linked to the stator,  𝜃𝑠=0, then 𝜃𝑟 = −𝜃, and 
𝑑𝜃𝑟

𝑑𝑡
= −

𝑑𝜃

𝑑𝑡
= −𝜔, the 

electrical equations are deduced in (𝛼 − 𝛽) frame as follows: 

{
  
 

  
 𝑉𝑠𝛼 = 𝑅𝑠 ∙ 𝐼𝑠𝛼 +

𝑑𝜙𝑠𝛼

𝑑𝑡

𝑉𝑠𝛽 = 𝑅𝑠 ∙ 𝐼𝑠𝛽 +
𝑑𝜙𝑠𝛽

𝑑𝑡

𝑉𝑟𝛼 = 0 = 𝑅𝑟 ∙ 𝐼𝑟𝛼 +
𝑑𝜙𝑟𝛼

𝑑𝑡
− 𝜔 ∙ 𝜙𝑟𝛽

𝑉𝑟𝛽 = 0 = 𝑅𝑟 ∙ 𝐼𝑟𝛽 +
𝑑𝜙𝑟𝛽

𝑑𝑡
+ 𝜔 ∙ 𝜙𝑟𝛼

                                                                                    (3.32) 

By applying the transformation to (𝑑 − 𝑞) frame, the magnetic equations become: 

{
 

 
𝜙𝑠𝑑 = 𝐿𝑠 ∙ 𝐼𝑠𝑑 + 𝐿𝑚 ∙ 𝐼𝑟𝑑
𝜙𝑠𝑞 = 𝐿𝑠 ∙ 𝐼𝑠𝑞 + 𝐿𝑚 ∙ 𝐼𝑟𝑞
𝜙𝑟𝑑 = 𝐿𝑟 ∙ 𝐼𝑟𝑑 + 𝐿𝑚 ∙ 𝐼𝑠𝑑
𝜙𝑟𝑞 = 𝐿𝑟 ∙ 𝐼𝑟𝑞 + 𝐿𝑚 ∙ 𝐼𝑠𝑞

                                                                                                       (3.33) 

 

with: 

{

𝐿𝑠 = 𝑙𝑠 −𝑚𝑠

𝐿𝑟 = 𝑙𝑟 −𝑚𝑟

𝐿𝑚 =
3

2
𝑚𝑠𝑟

                                                                                                                (3.34)  

The fundamental relation of the dynamics makes it possible to write the mechanical equation 

of the IM as follows: 

𝐽.
𝑑Ω

𝑑𝑡
= 𝑇𝑒 − 𝑇𝐿 − 𝑓 ∙ Ω                                                                                                   (3.35) 
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where: 

- 𝑇𝑒: Electromagnetic torque. 

- 𝑇𝐿: Load torque. 

- Ω: Motor mechanical speed. 

- 𝐽: Motor inertia. 

- 𝑓: Viscous damping coefficient. 

3.6. Conclusion 

In conclusion, autonomous vehicle modeling is a crucial aspect of the development of self-

driving cars. It involves creating mathematical models that simulate the behavior of autonomous 

vehicles and their interactions with the environment. These models help engineers and researchers 

to test and validate the safety and efficiency of autonomous driving systems before they are 

deployed on public roads.  

In this chapter, we first have introduced the main representations of an autonomous vehicle. 

From these representations, it appears that the bicycle representation seems to achieve a good 

compromise in terms of representativeness and simplicity for the description of the lateral and 

longitudinal evolution of the vehicle in normal driving situations. Then a wide description on the 

forces created at the level of tire-ground contact as well as the moments created at this level have 

been presented. These efforts present the only interface between vehicle and ground that causes 

the movement of the vehicle. After that, a detailed presentation on the existing vehicle modeling 

tools was presented. Some modeling techniques are based only on the position, velocity, and 

acceleration of the vehicle, while some other modeling techniques make use of the applied forces 

to describe the dynamics of the vehicle. Finally, we have been given a detailed mathematical 

description of the voltage inverter and the induction motor that represent a part of the traction 

system of the autonomous vehicle in order to use them later to control vehicle speed. 

Despite its challenges, autonomous vehicle modeling will continue to play a vital role in the 

advancement of autonomous driving technology and the eventual realization of safe and efficient 

self-driving cars.
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4.1. Introduction 

In the field of autonomous vehicle, lateral control is a crucial component of ensuring precise 

and accurate movement along a predetermined path. At its core, lateral control involves the control 

of the lateral deviation of a vehicle from a reference trajectory, with the goal of minimizing this 

deviation and ensuring that the vehicle follows the desired path. This is accomplished through the 

use of advanced control algorithms that are capable of adjusting the value of the front steering 

angle to achieve the desired deviation. By effectively controlling the lateral deviation of the 

vehicle, we can ensure that it moves along the intended trajectory with high precision and accuracy.  

The development and refinement of lateral control algorithms for autonomous vehicles are at 

the forefront of research and technological advancements, driven by the relentless pursuit of 

enhanced safety, comfort, and efficiency on the roads. Accurate and robust lateral control plays a 

pivotal role in maintaining lane discipline, mitigating the risk of collisions, and facilitating 

seamless cooperation among vehicles in complex traffic scenarios. Through the utilization of 

advanced control techniques and the fusion of data from diverse sensors, autonomous vehicles are 

now able to achieve unprecedented levels of precision and reliability in their lateral control 

capabilities. This remarkable progress brings us closer to a future where self-driving cars 

seamlessly coexist with conventional vehicles, revolutionizing transportation as we know it and 

shaping a new era of intelligent mobility. 

In this chapter, a lateral control law based on super-twisting algorithm is designed to control 

the lateral motion of autonomous vehicle through predefined trajectories. We will begin by 

outlining the fundamental principles of SMC. This will involve discussing the sliding surface 

choice and the design of the control law used in SMC. Following the introduction of the general 

principles of SMC, we will then present the super-twisting algorithm, a well-established algorithm 

that has been widely adopted in the field of control engineering. This algorithm provides a highly 

efficient approach to deal with the challenges associated with nonlinear systems and uncertainties. 

Finally, we will apply the super-twisting algorithm to lateral control, a critical aspect of 

autonomous vehicle navigation. We will discuss how the algorithm can be effectively used to guide 

the vehicle towards a desired trajectory, while taking into account various environmental factors 

such as road curvature and vehicle velocity.  
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4.2. Preliminaries on sliding mode control 

SMC is a powerful control technique that has gained significant attention in through the years 

due to its ability to handle nonlinear, uncertain and time-varying systems with high accuracy and 

robustness. In order to avoid any confusion, we will first establish some basic definitions and 

concepts related to SMC. 

- Switching surface: is a specific hypersurface in the state space of the system. It is designed 

to guide the system's state trajectories to a desired equilibrium point or trajectory, despite 

disturbances and uncertainties in the system. The switching surface is characterized by the 

property that the system dynamics change when the state trajectory crosses the surface. 

Specifically, when the state of the system lies on the switching surface, the control input is 

switched to a different value, causing the system to "slide" along the surface towards the 

desired equilibrium point or trajectory. 

- Sliding mode: involves defining a switching surface 𝑆 that includes the origin 𝑥 = 0 and 

ensuring that the system trajectory 𝑥(𝑡) lies on or "slides" along this surface. More 

precisely, for any initial state 𝑥0 on 𝑆, the system is designed to evolve such that 𝑥(𝑡) 

remains on 𝑆 for all 𝑡 >  𝑡0. This behavior is guaranteed by ensuring that the tangent or 

velocity vectors of the state trajectory always point towards the switching surface in the 

vicinity of 𝑆.  

- Sliding surface: it is a specific type of switching surface, denoted by 𝑆 =  {𝑥|𝑠(𝑥)  =  0}, 

that exhibits sliding mode behavior. This behavior occurs when trajectories in the system 

reach the surface from both sides, and then remain on the surface indefinitely. In other 

words, once the system enters the sliding mode, it "slides" along the surface without leaving 

it. This sliding behavior is characterized by high-frequency switching between different 

modes of motion, which enables the system to achieve fast and accurate tracking of desired 

trajectories. 

- Reaching condition: is a sufficient condition that must be met for the existence of a sliding 

mode. It states that the system's state trajectory must be stable towards the sliding surface,  

which is defined as the set of points where the function 𝑠(𝑥) = 0. This stability must be 
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ensured in a region around the sliding surface. The reaching condition is critical for 

achieving robust and accurate control with sliding mode, and failure to meet this condition 

may result in suboptimal performance. 

- Region of attraction:  refers to the biggest area surrounding the sliding surface 𝑆 where 

the reaching condition is met. This area is considered to be the domain within which the 

system's state trajectory is guaranteed to converge towards the sliding surface and 

eventually slide along it towards the desired equilibrium point or trajectory. 

The use of First Order Sliding Control (FOSC) for lateral control in various studies has shown 

promising results. In [137-139], the application of SMC has enabled the achievement of constant 

and minimal lateral errors, even at higher speeds. Moreover, the experimental results obtained with 

this control technique have been comparable to, and in some cases, superior to those obtained with 

self-adjusting gain linear controllers, as reported in [138]. SMC is also highly effective in 

compensating for model parametric uncertainties and rejecting disturbances that are commonly 

encountered in automotive applications. Another advantage of this methodology is that it produces 

control laws that are of low complexity, compared to other robust control approaches, as 

highlighted by Ferrara and Vecchio [140]. Overall, the application of SMC has shown great 

potential in lateral control, providing a robust and efficient control strategy with relatively low 

complexity. 

One of the primary challenges associated with sliding mode control is the issue of "chattering", 

which can negatively impact the system's performance. However, this issue can be mitigated by 

utilizing Higher Order Sliding Control techniques (HOSC). In recognition of this, Imine and 

Madani [141] employed the super-twisting control to provide active steering assistance for heavy 

vehicles at low speeds. This approach offers an effective solution to the chattering problem, 

enabling the system to maintain a high degree of stability and accuracy in its steering control. The 

super-twisting algorithm is particularly well-suited to heavy vehicles, where precise and 

responsive steering is crucial for safety and maneuverability. By utilizing this advanced control 

technique, Imine and Madani were able to achieve exceptional results in their research, 

demonstrating the efficacy of higher-order sliding mode control for challenging automotive 

applications. 
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4.3. First order sliding mode control  

The development of a robust control law involves a three-stage process that begins with the 

identification of a sliding surface aligned with the desired control objectives. Then, a sliding mode 

reaching law must be identified. Next, a discontinuous control law is derived, which effectively 

constrains the state trajectories of the system to converge onto and remain within this surface, even 

in the face of various uncertainties, parametric variations, and external disturbances (Figure 4.1). 

This approach enables the control system to achieve stability and enhanced performance by 

effectively regulating the system's behavior through precise and efficient manipulation of control 

inputs. By combining these three stages, the control law synthesis achieves a high degree of 

precision and reliability, making it an indispensable tool for controlling complex systems. 

Consider a general system: 

�̇� = 𝐴(𝑥) + 𝐵(𝑥) ∙ 𝑢              (4.1) 

with a sliding surface: 

𝑆 =  {𝑥|𝑠(𝑥)  =  0}              (4.2) 

where 𝐴(𝑥), 𝐵(𝑥) are general nonlinear functions of 𝑥, and 𝑥 ∈ 𝑅𝑛, 𝑢 ∈ 𝑅𝑚. 

 

 

 

 

 

 

 

Figure 4.1. Sliding system convergence. 
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4.3.1. Sliding surface design 

This passage discusses sliding surfaces, which can be categorized as either linear or nonlinear. 

While the design theory for linear switching surfaces in linear dynamics systems has been 

extensively explored and comprehensively understood, developing sliding surfaces for more 

complex nonlinear systems still poses a major challenge. One approach to defining the sliding 

surface of a single input system is by considering the desired control bandwidth [142,143], which 

can be achieved as follows: 

𝑠(𝑥) = (
𝜕

𝜕𝑡
+ 𝜆𝑠)

𝑛−1

𝑒(𝑥)             (4.3) 

where 𝑥 represents the variable that is used for control, 𝑒 is the difference between the desired and 

actual values, 𝜆𝑠 is a constant that is always greater than zero, and it is used to determine the range 

of the closed-loop system, and 𝑛 is the relative degree of the system. 

It is apparent that 𝑠 is solely reliant on the tracking error 𝑒, as demonstrated by the following 

illustration when 𝑛 is equal to 2: 

𝑠 = �̇� + 𝜆𝑠 ∙ 𝑒                   (4.4) 

which represents a calculation involving a weighted sum of the position and velocity errors. On 

the other hand, when 𝑛 is set to 3, the sliding surface will be different: 

𝑠 = �̈� + 2 ∙ 𝜆𝑠 ∙ �̇� + 𝜆𝑠
2 ∙ 𝑒                 (4.5) 

In general, the sliding surface is chosen as a hypersurface passing through the origin of the 

state space, and is in most cases linear with respect to the state variables. A necessary condition 

for the establishment of a sliding regime is that the sliding variable has a relative degree equal to 

1 with respect to the control input. 

4.3.2. Reaching law: 

The conditions of existence and convergence of the control law are the criteria that ensure that 

the system trajectories converge to the sliding surface and remain there for all time, regardless of 

the magnitude of the external disturbances or uncertainties, also called conditions of attractiveness.  
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There are two types of conditions for accessing the sliding surface and ensuring the mode of 

convergence. 

4.3.2.1. The direct switching function approach 

This approach of convergence is the oldest. It is a question of giving the surface convergent 

dynamics towards zero. It is given by: 

𝑠 ∙ �̇� < 0                      (4.6) 

and a similar condition was also proposed in [144] as: 

lim
𝑠→0+

�̇� < 0 𝑎𝑛𝑑 lim
𝑠→0−

�̇� > 0                    (4.7) 

The variable structure control is produced by these laws, which generate sliding surfaces at 

both the individual switching level and their intersection. Although the reaching achieved is global, 

it does not ensure that reaching time will be finite. 

4.3.2.2. The Lyapunov function approach 

This approach involves choosing a candidate Lyapunov function (positive definite 𝑉 > 0) for 

the state variables of the system and choosing a control law that will make this function decrease  

(�̇� < 0). It is used to guarantee the stability of nonlinear systems. By defining Lyapunov's 

candidate function for the system as follows: 

𝑉(𝑥) =
1

2
𝑠𝑇 ∙ 𝑠                              (4.8) 

For the Lyapunov function to decrease, it suffices to ensure that its derivative is negative. This 

is checked if: 

�̇�(𝑥) = �̇� ∙ 𝑠 < 0                              (4.9) 

The variable structure control produced by this reaching law ensures sliding mode only at the 

point where all switching surfaces intersect, which is called the eventual sliding mode. However, 

it is uncertain whether points on each individual switching surface will belong to the sliding surface 

or not. 
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4.3.3. Control law design: 

Once the sliding surface is chosen, as well as the convergence criterion, the next step consists 

in choosing a command stabilizing in zero the sliding variable in a finite time. The objective of the 

control law is to constrain the trajectories of the state of the system to reach and then to remain on 

the sliding surface despite the presence of uncertainties on the system. In other words, the control 

law must make the sliding surface locally attractive. Thus, the control law must be calculated by 

verifying a convergence condition of 𝑠(𝑥) towards zero. 

The behavior of the looped system can be described by two phases: 

- The convergence phase: This phase corresponds to the time interval of [0, 𝑡] during which 

the state trajectories of the system are not on the sliding surface 𝑠 . During this phase, the 

system remains sensitive to parameter variations. However, to avoid a major influence of 

these variations, one solution consists in shortening the duration of this phase. 

- The sliding phase: This phase corresponds to the time interval of [𝑡,∞[ during which the 

state trajectories are confined in the sliding surface 𝑠. The sliding regime enjoys the 

property of insensitivity to disturbances occurring in the same direction as the control input. 

In fact, the system is insensitive to such disturbances only in the sliding regime, but it 

remains sensitive during the transient regime. This is the reason why the behavior of the 

perturbed system is not identical to the same unperturbed system during the transient state. 

The control law 𝑢 is comprised of two components, namely the equivalent component (𝑢𝑒𝑞) 

and a discontinuous component (𝑢𝑑𝑖𝑠). The former is utilized to attain the sliding regime and 

stabilize the system on the sliding surface, while the latter guarantees that the system is insensitive 

to parameter variations. By combining these two components, the control law 𝑢 can be tailored to 

achieve optimal control performance and robustness against uncertainties [145]. 

4.3.3.1. Equivalent control 

To discover the comparable control, it is important to acknowledge that for the state trajectory 

to remain on the sliding surface 𝑠(𝑥)  =  0, �̇�(𝑥)  =  0 must be a mandatory requirement: 

�̇� =
𝜕𝑠

𝜕𝑥
�̇� =

𝜕𝑠

𝜕𝑥
𝐴(𝑥) +

𝜕𝑠

𝜕𝑥
𝐵(𝑥) ∙ 𝑢𝑒𝑞 = 0             (4.10) 
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By solving Equation (4.10) the equivalent control law is deduced as: 

𝑢𝑒𝑞 = −
𝜕𝑠

𝜕𝑥
𝐴(𝑥) ∙ (

𝜕𝑠

𝜕𝑥
𝐵(𝑥))

−1

                                (4.11) 

so that the equivalent command can take a finite value it is necessary that 
𝜕𝑠

𝜕𝑥
∙ 𝐵(𝑥)  ≠ 0. 

4.3.3.2. Discontinuous control 

The discontinuous control represents the mode of convergence, the simplest function that can 

be used to accomplish the function of that command is defined by: 

𝑠(𝑥) ∙ �̇�(𝑥) < 0             (4.12) 

It is generally of the form: 

𝑢𝑑𝑖𝑠 = −𝑘𝑠 ∙ 𝑠𝑖𝑔𝑛(𝑠(𝑥))                                  (4.13) 

with: 

𝑠𝑖𝑔𝑛(𝑠(𝑥)) = {

   1   𝑖𝑓  𝑠(𝑥) > 0

   0  𝑖𝑓   𝑠(𝑥) = 0

−1   𝑖𝑓  𝑠(𝑥) < 0

                                (4.14) 

Figure 4.2 summarizes the steps for deriving the sliding mode control law: 

 

 

 

 

 

 

 

 

 

Figure 4.2. Sliding mode control law. 
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4.3.4. Chattering problem and its reduction 

As previously stated, sliding mode controllers require a rapid switching mechanism to ensure 

the desired behavior of the closed-loop system. However, in actual physical systems, using the 

control algorithms developed above directly will inevitably result in oscillations near the switching 

surface, commonly referred to as the chattering phenomenon, due to the limitations of the real 

world. According to [146], there are two potential causes of chattering. The first is switching non-

idealities, such as time delays or time constants, which exist in all implementations of switching 

devices. The second cause of chattering is the presence of parasitic dynamics, which refers to 

unmodelled dynamics that appear in the vicinity of the sliding surface. These parasitic dynamics 

include the fast dynamics of actuators, sensors, and other high-frequency modes of the controlled 

process. Reducing the chattering effect has long been a primary goal of SMC research. The 

following is a summary of the existing methods for reducing chattering in SMC design. 

4.3.4.1. Continuous functions sliding mode control 

To address the issue known as the "chattering phenomenon," which involves the discontinuous 

"sign" term in sliding mode control, researchers have proposed using approximate smoothed 

implementations of the technique. This involves replacing the discontinuous term with a 

continuous smooth approximation. Two instances of this approach are provided as examples: 

𝑢𝑑𝑖𝑠 = −𝑘𝑠 ∙ 𝑠𝑎𝑡(𝑠(𝑥), 휀) ≡ −𝑘𝑠
𝑠

|𝑠|+
                                  (4.15) 

𝑢𝑑𝑖𝑠 = −𝑘𝑠 ∙ 𝑡𝑎𝑛ℎ (
𝑠
)                                     (4.16) 

with 휀 > 0  and 휀 ≈ 0. 

While approximating the discontinuous "sign" function with a continuous function in the 

vicinity of the sliding surface can help mitigate the issue of chattering, it comes at a cost to 

precision, control robustness, and convergence time. Striking a balance between minimizing 

chattering and maintaining robustness is crucial. This requires carefully considering the trade-offs 

between different design objectives and identifying an optimal compromise that yields satisfactory 

performance. Ultimately, the effectiveness of any approach to mitigating chattering will depend 

on the specific system requirements and constraints, as well as the experience of the designer. 
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4.3.4.2. Observer-based sliding mode control 

The phenomenon of chattering can be effectively eliminated in a closed-loop system by 

incorporating an asymptotically stable observer, despite the presence of control discontinuity. 

Instead of generating a sliding regime in the system itself, the observer is designed to generate the 

regime, resulting in an ideal sliding mode in the closed-loop of the observer. As the observer is 

independent of any unmodelled dynamics, the system output follows the observer output smoothly 

and without any chattering. However, it is important to note that synthesizing an asymptotically 

stable observer is not a straightforward task, especially for nonlinear and uncertain systems. 

Despite this limitation, the use of an asymptotical stable observer in closed-loop systems has 

proven to be a highly effective technique for eliminating chatter and improving system 

performance [146,147]. This approach is depicted in Figure 4.3. 

 

 

 

 

 

 

 

 

 

Figure 4.3. Block diagram of observer based sliding mode control. 
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4.4. Second order sliding mode control  

Super-twisting control is a nonlinear control technique that has gained popularity in recent 

years due to its ability to provide robust control of uncertain dynamic systems. The main advantage 

of super-twisting controller is its ability to handle systems with uncertainties in their parameters, 

external disturbances, and nonlinearities. This is achieved by designing a sliding surface, which is 

a hyperplane in the state space that separates the system trajectory into two regions: one where the 

system dynamics follow a specific reference model, and the other where the system dynamics are 

forced to converge to the sliding surface in a finite time. This sliding mode ensures that the system 

trajectory is insensitive to external disturbances and model uncertainties. Super-twisting also 

includes a control law that generates a control signal that drives the system to the sliding surface 

and maintains it there. This control law is based on the concept of super-twisting algorithm, which 

uses a high-order sliding mode to achieve finite-time convergence to the sliding surface. The super-

twisting algorithm is robust to uncertainties and disturbances, and it can handle both continuous 

and discrete-time systems. 

The super-twisting algorithm is a higher-order sliding mode control technique that has been 

specifically designed to deal with the challenges posed by controlling systems with a relative 

degree equal to 1. The relative degree of a system refers to the order of its highest time derivative 

that appears in the system's equations of motion. When the relative degree is 1, the system is said 

to have a single integrator in its dynamics, and this can make it difficult to achieve precise tracking 

performance. The super-twisting algorithm addresses this challenge by introducing a second-order 

sliding mode. This allows the controller to generate a control signal that converges to the sliding 

surface faster than a first-order sliding mode, leading to improved tracking performance. 

By considering the system in Equation (4.1), we define a sliding variable of relative degree 

equal to 1, whose second derivative can be expressed as follows: 

�̈�(𝑡, 𝑠) = Φ(𝑡, 𝑠) + Γ(𝑡, 𝑠) ∙ �̇�(𝑡)          (4.17) 

where Φ(𝑡, 𝑠) and Γ(𝑡, 𝑠) are unknown but bounded signals. The assumption that these are 

unknown but bounded is critical for the effectiveness of the super-twisting control algorithm in 

handling uncertainties in practical control systems.  
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The purpose of the controller is to ensure convergence towards the sliding surface defined by 

𝑠 =  0. Only the measurement of 𝑠 in real time is necessary. 

Suppose the positive constants 𝑆𝑀, Γ𝑀, Γ𝑚, Φ𝑀, 𝑈𝑀 such that ∀𝑥 ∈ 𝑅𝑛 and |𝑠(𝑡, 𝑥)| < 𝑆𝑀, the 

system fulfills the following conditions: 

{

|𝑢(𝑡)| <  𝑈𝑀
   Γ𝑚 < Γ(𝑡, 𝑠) <  Γ𝑀
|Φ(𝑡, 𝑠)| <  Φ𝑀

                                  (4.18) 

The uncertain function Γ has both upper and lower bounds, represented by Γ𝑀 and Γ𝑚 

respectively. Likewise, the uncertain function Φ has an upper bound, represented by Φ𝑀. Also, 

the control law is upper bounded by 𝑈𝑀. 

The second order sliding mode control based on the super-twisting-algorithm is given by the 

following expression [150]: 

𝑢 = 𝑢1 + 𝑢2                                      (4.19) 

The initial component 𝑢1 allows to get soft response by ensuing �̇� = 0 and it is given as: 

𝑢1 = −𝛼𝑠 ∙ |𝑠|
𝜌 ∙ 𝑠𝑖𝑔𝑛(𝑠)                            (4.20) 

while the second part 𝑢2 guarantees that the sliding surface approaches zero, and its expression is 

as follows: 

�̇�2 = −𝛽𝑠 ∙ 𝑠𝑖𝑔𝑛(𝑠)                                      (4.21) 

In this context, 𝜌 is a constructive factor employed to regulate the level of nonlinearity and its 

range is between 0 and 0.5. Typically, this factor is set at 0.5 to attain the highest level of second-

order sliding mode control. 𝛼𝑠 and 𝛽𝑠 are affirmative amplifications utilized in the super-twisting 

controller, and in order to fulfill the requirements for the system's convergence, these gains should 

be selected as indicated in [151]: 

𝛽𝑠 >
Φ𝑀

Γ𝑀
                                          (4.22) 



  

 CHAPTER 4. VEHICLE LATERAL CONTROL 

70 
 

 

𝛼𝑠 ≥
4∙Φ𝑀∙Γ𝑀(𝛽𝑠+Φ𝑀)

Γ𝑚
3(𝛽𝑠−Φ𝑀)

                                      (4.23) 

The design of super-twisting control has several advantages over first order sliding control: 

- Chattering reduction: STC has a smoother control action, which reduces chattering 

compared to FOSC, making it more suitable for systems with complex mechanical 

components. 

- Faster convergence: STC has a faster convergence rate, which means that it can reach the  

desired control output more quickly and with greater precision. 

- Robustness: STC is more robust to uncertainties and disturbances, which means that it can 

still maintain control performance even in the presence of external disturbances. 

- Better tracking performance: STC has better tracking performance compared to FOSC, 

which is important in systems where the control output needs to track a reference signal 

with high precision. 

4.5. Autonomous vehicle lateral control by a super-twisting algorithm 

In order to develop an effective control law, the dynamic bicycle model was employed as a 

foundational framework. By incorporating a linear model of pneumatic forces, a more refined and 

accurate Linear Variant Parameter (LVP) model was derived. This model specifically focuses on 

lateral displacement and yaw, two critical aspects of the system's behavior [137, 152]: 

{
�̈� = −

𝜇(𝐶𝑓+𝐶𝑟)

𝑚∙𝑣𝑥
�̇� − (

𝜇(𝐿𝑓∙𝐶𝑓−𝐿𝑟∙𝐶𝑟)

𝑚∙𝑣𝑥
+ 𝑣𝑥) �̇� +

𝜇∙𝐶𝑓

𝑚
𝛿

�̈� = −
𝜇(𝐿𝑓∙𝐶𝑓−𝐿𝑟∙𝐶𝑟)

𝐼𝑧∙𝑣𝑥
�̇� −

𝜇(𝐿𝑓
2∙𝐶𝑓+𝐿𝑟

2∙𝐶𝑟)

𝐼𝑧∙𝑣𝑥
�̇� +

𝜇∙𝐿𝑓∙𝐶𝑓

𝐼𝑧
𝛿

                                (4.24) 

where 𝑦 and 𝜓 represent respectively the lateral position and the yaw angle of the vehicle; 𝛿, the 

steering angle at the tire, 𝑣𝑥, the longitudinal speed; 𝑚, the mass of the vehicle; 𝐼𝑧, the moment of 

inertia; 𝐿𝑓, the front axle-center of gravity distance; 𝐿𝑟, the rear axle distance - center of gravity 

distance; 𝐶𝑓, the drift stiffness of the front tire; 𝐶𝑟, the drift stiffness of the rear tire; and 𝜇, the 

coefficient of adhesion. The values of these parameters could be found in Appendix A.1. 
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For a coefficient of adhesion 𝜇 = 1 and �̇� = 𝑣𝑥 ∙ 𝛽, the LVP model becomes:  

{
�̇� = −

𝐶𝑓+𝐶𝑟

𝑚∙𝑣𝑥
𝛽 − (

𝐿𝑓∙𝐶𝑓−𝐿𝑟∙𝐶𝑟

𝑚∙𝑣𝑥2
+ 1) �̇� +

𝐶𝑓

𝑚∙𝑣𝑥
𝛿

�̈� = −
𝐿𝑓∙𝐶𝑓−𝐿𝑟∙𝐶𝑟

𝐼𝑧
𝛽 −

𝐿𝑓
2∙𝐶𝑓+𝐿𝑟

2∙𝐶𝑟

𝐼𝑧∙𝑣𝑥
�̇� +

𝐿𝑓∙𝐶𝑓

𝐼𝑧
𝛿

                                  (4.25) 

where 𝛽 is the sliding angle at the center of gravity. 

The dynamic equation of the lateral error at the center of gravity of the vehicle, with respect to 

a reference trajectory, is given by: 

�̈�𝑆𝑇 = 𝑎𝑦 − 𝑎𝑦𝑟𝑒𝑓                                             (4.26) 

where 𝑎𝑦 and 𝑎𝑦𝑟𝑒𝑓 are respectively the lateral acceleration of the vehicle and the desired lateral 

acceleration. 

The lateral acceleration could be expressed according to [152] as: 

𝑎𝑦 = 𝑣𝑥(�̇� + �̇�)                                             (4.27) 

Assuming that the desired lateral acceleration can be written as: 

𝑎𝑦𝑟𝑒𝑓 = 𝑣𝑥
2 ∙ 𝜅                                              (4.28) 

where 𝜅 is the curvature of the road. 

By substituting Equations (4.27) and (4.28) in Equation (4.26), we get: 

�̈�𝑆𝑇 = 𝑣𝑥(�̇� + �̇�) − 𝑣𝑥
2 ∙ 𝜅                                         (4.29) 

By substituting �̇� by its expression in Equation (4.25), we get: 

�̈�𝑆𝑇 = −
𝐶𝑓+𝐶𝑟

𝑚
𝛽 −

𝐿𝑓∙𝐶𝑓−𝐿𝑟∙𝐶𝑟

𝑚∙𝑣𝑥
�̇� − 𝑣𝑥

2 ∙ 𝜅 +
𝐶𝑓

𝑚
𝛿                     (4.30) 

The control input is the steering angle 𝛿 and the output is the lateral error 𝑒𝑆𝑇. The purpose of 

the command is to cancel the lateral error. Let us choose the sliding variable 𝑠 as follows: 
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𝑠 = �̇�𝑆𝑇 + 𝜆𝑠 ∙ 𝑒𝑆𝑇                                    (4.31) 

The time derivative of the sliding surface: 

�̇� = �̈�𝑆𝑇 + 𝜆𝑠 ∙ �̇�𝑆𝑇                                         (4.32) 

By replacing �̈�𝑆𝑇 by its expression in (4.30), we have: 

�̇� = −
𝐶𝑓+𝐶𝑟

𝑚
𝛽 −

𝐿𝑓∙𝐶𝑓−𝐿𝑟∙𝐶𝑟

𝑚∙𝑣𝑥
�̇� − 𝑣𝑥

2 ∙ 𝜅 +
𝐶𝑓

𝑚
𝛿 + 𝜆𝑠 ∙ �̇�𝑆𝑇                       (4.33) 

The variable 𝑠 has a relative degree 𝑟 =  1. The control input 𝛿 appears in the first derivative 

of 𝑠. By applying the super-twisting algorithm, the control input can be defined by the following 

equation: 

𝛿𝑆𝑇 = 𝛿1 + 𝛿2                                      (4.34) 

where: 

𝛿1 = −𝛼𝑠 ∙ |𝑠|
0.5 ∙ 𝑠𝑖𝑔𝑛(𝑠)                           (4.35) 

and: 

�̇�2 = −𝛽𝑠 ∙ 𝑠𝑖𝑔𝑛(𝑠)                                      (4.36) 

To avoid large peaks during the transient phases, we add an equivalent command 𝛿𝑒𝑞. This 

term plays the role of an anticipation which makes it possible to approach the system at the sliding 

surface, and it is obtained by solving the equation �̇� = 0: 

�̇� = −
𝐶𝑓+𝐶𝑟

𝑚
𝛽 −

𝐿𝑓∙𝐶𝑓−𝐿𝑟∙𝐶𝑟

𝑚∙𝑣𝑥
�̇� − 𝑣𝑥

2 ∙ 𝜅 +
𝐶𝑓

𝑚
𝛿 + 𝜆𝑠 ∙ �̇�𝑠 = 0                     (4.37) 

By solving the Equation (4.37), we get: 

𝛿𝑒𝑞 =
𝐶𝑓+𝐶𝑟

𝐶𝑓
𝛽 +

𝐿𝑓∙𝐶𝑓−𝐿𝑟∙𝐶𝑟

𝐶𝑓∙𝑣𝑥
�̇� +

𝑚∙𝑣𝑥
2

𝐶𝑓
𝜅 −

𝑚∙𝜆𝑠

𝐶𝑓
�̇�𝑠                       (4.38) 
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Therefore, the steering angle, representing the system control input, is defined by the following 

equation: 

𝛿𝑆𝑀 = 𝛿𝑆𝑇 + 𝛿𝑒𝑞                                       (4.39) 

In order to ensure stability of the control law, the super-twisting control needs to meet the 

Lyapunov stability condition. This involves defining a positive definite Lyapunov candidate as 

follows: 

𝑉𝑆𝑀 =
1

2
𝑠2                                        (4.40) 

Its time derivative must be negative definite: 

�̇�𝑆𝑀 = 𝑠 ∙ �̇� < 0                                    (4.41) 

By substituting Equation (4.39) in Equation (4.33) we obtain: 

�̇� =
𝐶𝑓

𝑚
𝛿𝑆𝑇 = −

𝐶𝑓

𝑚
(𝛼𝑠 ∙ |𝑠|

0.5 ∙ 𝑠𝑖𝑔𝑛(𝑠) + ∫𝛽𝑠 ∙ 𝑠𝑖𝑔𝑛(𝑠) ∙ 𝑑𝑡)                               (4.42) 

Then, the time derivative of Lyapunov candidate is:  

�̇�𝑆𝑀 = −𝑠
𝐶𝑓

𝑚
(𝛼𝑠 ∙ |𝑠|

0.5 ∙ 𝑠𝑖𝑔𝑛(𝑠) + ∫𝛽𝑠 ∙ 𝑠𝑖𝑔𝑛(𝑠) ∙ 𝑑𝑡)                             (4.43) 

and it becomes: 

�̇�𝑆𝑀 = −
𝐶𝑓

𝑚
(𝛼𝑠 ∙ |𝑠|

3

2 ∙ 𝑠𝑖𝑔𝑛(𝑠) + 𝑠 ∙ 𝛽𝑠 ∫ 𝑠𝑖𝑔𝑛(𝑠) ∙ 𝑑𝑡)                            (4.44) 

By observing the expression for the time derivative of the Lyapunov candidate, it becomes 

apparent that its negativity is contingent on the positivity of 𝛼𝑠 and 𝛽𝑠. This observation, in turn, 

leads to the conclusion that the system under consideration satisfies the stability condition. This 

finding is of great significance as it guarantees the stability of the system, which is an essential 

requirement in the analysis and design of control systems. Therefore, we can confidently assert 

that the system will remain in a stable state as long as the values of 𝛼𝑠 and 𝛽𝑠 remain positive. 
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4.6. Simulation results 

This section presents an in-depth analysis of the performance of the proposed super-twisting 

control technique through simulations. To ensure the robustness and versatility of our method, we 

conducted simulations on two distinct trajectories, each with its own unique set of features and 

profiles. The first trajectory has the shape of an eight with a total distance of 2.66 𝑘𝑚, while the 

second trajectory has a total distance of 3.35 𝑘𝑚, as illustrated in Figure 4.4. The vehicle's initial 

position is set to (0, 0), and it proceeds in an anticlockwise direction until reaching the endpoint 

at the same coordinates as the starting point. By analyzing the simulation results of both 

trajectories, we aim to demonstrate the performance enhancement of the proposed super-twisting 

control technique in terms of tracking accuracy, even in challenging and varying circumstances. 

 

         

 

Figure 4.4. Vehicle predefined trajectories. 

 

In this chapter, we explore the vehicle's navigation performance through desired trajectories 

using a constant velocity profile. The study begins with the vehicle at a standstill, starting with an 

initial velocity of 0 𝑚/𝑠. To ensure passenger comfort and safety, the vehicle gradually accelerates 

at a carefully calculated rate 2 𝑚/𝑠2. The acceleration is precisely controlled to ensure a smooth 

motion while maintaining the desired velocity profile. Throughout the study, the vehicle velocity  
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increases gradually, reaching a maximum speed of 70 𝑘𝑚/ℎ (19.44 𝑚/𝑠), which is demonstrated 

in detail in Figure 4.5. By meticulously monitoring the vehicle's velocity profile and controlling 

the acceleration, we ensure that the vehicle's performance is safe, efficient, and comfortable for all 

passengers. 

 

 

 

Figure 4.5. Speed profiles for trajectories 1&2 using constant speed. 

 

Figure 4.6 presents a detailed representation of the curvatures associated with each trajectory. 

The curvature values for the first trajectory range from −0.022 𝑚−1 to 0.021 𝑚−1, while the 

second trajectory's curvature values range from −0.021 𝑚−1 and 0.051 𝑚−1. These values 

provide valuable insight into the extent of deviation from a straight-line path, with the second 

trajectory exhibiting a higher degree of curvature than the first. The analysis of curvatures 

presented in Figure 4.6 serves as a powerful tool for understanding the dynamics of the trajectories, 

which in turn can aid in the development of improved trajectory planning algorithms. By carefully 

analyzing the curvature values associated with each trajectory, we gain a better understanding of 

the complexity of each trajectory. This insight is crucial for designing optimal navigation plans 

that can navigate through complex trajectories with good precision and high efficiency. 
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Figure 4.6. Curvatures for trajectories 1&2. 

 

The vehicle tracking results, showcased in Figure 4.7, reveal the impressive performance of 

the super-twisting controller. The blue line denotes the reference trajectory, while the red line 

signifies the real trajectory of the vehicle. The graph unmistakably exhibits that the vehicle position 

 

                         

Figure 4.7. Vehicle tracking trajectories using constant speed. 
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closely tracking the reference trajectory, providing concrete evidence of the effectiveness of the 

super-twisting controller. Moreover, the reference and actual trajectories are practically 

indistinguishable, which emphasizes the exceptional precision and accuracy of the controller. 

Figures 4.8 and 4.9 offer a detailed visualization of the lateral and orientation errors obtained 

from the rigorous experimentation process. The distance error, which measures the instantaneous 

distance between the reference and the vehicle's actual position, and the orientation error, 

indicating the deviation between the desired vehicle heading direction and the actual heading 

direction, were the chosen metrics to assess the performance of the controller. The outcomes 

demonstrated that the implemented super-twisting controller was exceptionally effective in 

tracking the reference trajectory, with only minimal distance and orientation errors observed 

consistently. Notably, the occasional irregular peaks noticed in some parts of the figures were due 

to sudden turns that the vehicle had to execute to handle the trajectories curvatures and remain 

within the designated safety boundaries, as highlighted in Figure 4.6. Overall, the obtained results 

provide strong confirmation of the exceptional efficacy demonstrated by the designed super-

twisting controller in effectively preserving both the precise position and desired orientation of the 

vehicle along its designated trajectories. 

 

 

 

Figure 4.8. Lateral error for trajectories 1&2 using constant speed. 
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Figure 4.9. Orientation error for trajectories 1&2 using constant speed. 

 

Figures 4.10 and 4.11 provide a comprehensive and insightful representation of the steering 

angle command and yaw rate achieved during the trajectory-tracking task. These figures play a 

vital role in evaluating the vehicle's performance and assessing the effectiveness of the 

implemented controller throughout the task. They vividly demonstrate the controller's remarkable 

ability to maintain the vehicle's trajectory, highlighting its competence and reliability. The vehicle 

autonomously maneuvered around the designated testing area for multiple rounds, showcasing the 

exceptional performance of the implemented controller throughout the entire simulation process. 

Notably, the super-twisting controller stands out for its ability to achieve an impressively smooth 

steering angle curve, effectively minimizing any shuddering effects. This aspect is crucial in 

ensuring the stability of the vehicle during navigation, as even the slightest deviation from the 

intended path could have disastrous consequences. The consistent and precise steering angle 

command produced by the controller is of paramount importance in ensuring the seamless and 

accurate motion of the vehicle as it traces the intended path. The achieved stability and accuracy 

emphasize the controller's effectiveness in enabling a smooth and steady navigation experience. In 

real-world scenarios, where safety and efficiency are of utmost importance, such performance 

becomes even more critical. 
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Figure 4.10. Steering angle for trajectories 1&2 using constant speed. 

 

 

 

Figure 4.11. Yaw rate for trajectories 1&2 using constant speed. 

 

Table 4.1 and Table 4.2 provide a comprehensive summary of the lateral and orientation errors  

observed during trajectory tracking in sharp curves, when using constant velocity. The Root Mean  
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Square (RMS) errors for trajectory 1 are 0.054 𝑚 and 0.059 𝑟𝑎𝑑, while for trajectory 2, they are 

0.209 𝑚 and 0.086 𝑟𝑎𝑑. Notably, the maximum errors recorded for all the sharp curves are 

0.224 𝑚 and 0.720 𝑚 for lateral error, and 0.209 𝑟𝑎𝑑 and 0.385 𝑟𝑎𝑑 for orientation error, for 

trajectories 1 and 2, respectively. These results are indicative of the exceptional transient response 

and robustness exhibited by the designed super-twisting controller. Additionally, the average 

errors of trajectory 1 are found to be lower than those of trajectory 2. This is largely due to the 

presence of sharper curves in the latter trajectory. It is worth noting that despite the presence of 

such challenging conditions, the designed super-twisting controller is able to deliver satisfactory 

performance through the whole trajectory. 

 

Table 4.1. Lateral and orientation errors for trajectory 1 using constant speed. 

 

 

 

 

 

 

 

 

 

 

Table 4.2. Lateral and orientation errors for trajectory 2 using constant speed. 

 

Curve 1 2 3 4 Average 

MAX lateral  

error (m) 
0.153 0.200 0.224 0.205 0.195 

RMS lateral  

error (m) 
0.041 0.051 0.060 0.063 0.054 

MAX orientation  

error (rad) 
0.129 0.170 0.209 0.203 0.178 

RMS orientation  

error (rad) 
0.043 0.057 0.066 0.069 0.059 

Curve 1 2 3 4 5 6 Average 

MAX lateral 

error (m) 
0.720 0.538 0.322 0.600 0.356 0.143 0.447 

RMS lateral 

error (m) 
0.354 0.353 0.101 0.265 0.115 0.065 0.209 

MAX orientation 

error (rad) 
0.367 0.258 0.227 0.385 0.223 0.112 0.262 

RMS orientation 

error (rad) 
0.112 0.093 0.094 0.102 0.064 0.052 0.086 
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4.7. Conclusion  

In this chapter, we have outlined a comprehensive control design for lateral vehicle navigation 

along a pre-defined trajectory at a constant velocity. The main focus of this chapter is to identify 

the key research areas in this field. In terms of lateral control, we believe that the dynamic bicycle 

model is the most suitable for our high-speed automatic driving application. This model is known 

for its nonlinear and time-varying behavior, which accurately represents the complex dynamics of 

a vehicle in motion. 

For the control law, we have designed a highly effective lateral control strategy for autonomous 

vehicles that is based on a second-order sliding mode control approach. This approach leverages 

the super-twisting algorithm, which enables robust and accurate tracking of the reference trajectory 

while minimizing unwanted chatter. This algorithm is a powerful tool for controlling dynamic 

systems, particularly in high-speed and complex environments. 

 The obtained results using Matlab/Simulink software on two distinct trajectories, each with 

its own unique set of features and profiles, have showed that our autonomous vehicle is able to 

maintain precise control over its lateral movements, and navigate through challenging road 

conditions with ease. This designed control law represents a significant advancement in the field 

of autonomous driving, and has the potential to revolutionize the way we think about vehicle 

control and navigation. 
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5.1. Introduction 

Speed planning in autonomous vehicles refers to the process of determining the appropriate 

speed for the vehicle to travel. It is a crucial aspect of autonomous driving that affects the safety, 

efficiency, and comfort of the vehicle. With the increasing demand for autonomous vehicles, speed 

planning has become a key area of research and development in the field of autonomous driving. 

Autonomous vehicle longitudinal control refers to the control of the vehicle's speed and 

acceleration. Longitudinal control involves adjusting the vehicle's speed to match the flow of 

traffic, maintain a safe following distance, and comply with speed limits. Broadly speaking, 

autonomous vehicle longitudinal control works together with the speed planning process to 

achieve the goal of safe and efficient autonomous driving. The speed planning process determines 

the target speed for the vehicle, and the longitudinal control system ensures that the vehicle 

maintains this speed by controlling its acceleration and deceleration. The vehicle's longitudinal 

control system is constantly monitoring road conditions and adjusting the vehicle's speed and 

acceleration as needed to maintain the target speed determined by the speed planning system. 

Autonomous vehicle speed planning may depend on several factors, including: 

- Path geometry: The path conditions, such as curves and inclines, can affect the vehicle's 

speed and acceleration. 

- Speed limits: Autonomous vehicles must abide by speed limits to ensure the safety of 

passengers and other road users. 

- Obstacles: The presence of obstacles, such as other vehicles, pedestrians, or roadwork, can 

impact the vehicle's speed planning.  

- Regulations and laws: Autonomous vehicles must comply with traffic regulations and laws, 

such as right-of-way rules.  

In this study, we will focus on path geometry and speed limits to design a speed planning 

algorithm that generates a suitable speed profile for vehicle navigation through a predetermined 

trajectory. The speed algorithm works on adapting the vehicle speed with trajectory curvatures 

such that the highly curved sections of the trajectory lead to low speeds and vice versa, to tune an 

ideal performance and ensure the stability and safety of the autonomous vehicle system. First, we  
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will start by identifying the main curves included in the predefined trajectory. Then, the curves 

main characteristics will be identified. After that, the velocity of each sharp curve will be 

calculated. Finally, we will design an algorithm to produce a speed profile for vehicle navigation 

through the whole trajectory. 

5.2. Curve identification 

Identification of curves included in a predefined trajectory refers to the process of determining 

the type and properties of curves within a known path followed by an object over time. This may 

involve fitting various mathematical functions to different segments of the trajectory data in order 

to identify specific curves such as parabolic or sinusoidal patterns. The goal of this process is to 

provide a detailed understanding of the object's motion, including the types and properties of 

curves present in the trajectory, in order to make predictions or analyze the data further. 

5.2.1. Curve types 

The trajectory can be represented by a set of coordinates that describe the position of the object 

at various points in time. A curve in a trajectory can be seen as a smooth and continuous function 

that refers to the degree to which a path deviates from a straight line. The curve can be used to 

describe the amount of bend or turning in the trajectory, and it is characterized by its starting point, 

which is called the Point of Curvature (PC) and its ending point, which is called the point of 

Tangency (PT). 

 

 

 

 

 

 

 

a                                                                 b 

 

Figure 5.1. Curve types. 
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Generally, curves can be classified into two fundamental types: simple curves and compound 

curves. Both types are commonly used in the design of highways, railways, and other 

transportation systems to provide smooth and safe travel for vehicles and passengers. The change 

in curvature makes the trajectory more complex, but can also make it more flexible and capable of 

accommodating changes in direction. A simple curve in a trajectory refers to a curve with constant 

curvature and is mathematically represented as a segment of a circle, as shown in Figure 5.1 (a). 

A compound curve, on the other hand, is composed of multiple consecutive short curves, as 

illustrated in Figure 5.1 (b).  

The main difference between a simple curve and a compound curve in a trajectory is the amount 

and change of curvature. A simple curve has a constant radius of curvature, meaning that it has the 

same degree of curvature along its entire length. This type of curve is often used in the design of 

highways, railways, and other transportation systems to provide a smooth and gradual change in 

direction. From the other side, a compound curve is made up of two or more simple curves with 

different radii of curvature. This results in a change in the degree of curvature along the length of 

the curve. Compound curves are used in situations where a more complex trajectory is required, 

such as navigating around obstacles or accommodating changes in direction. 

An important parameter in defining the compound curve is the distance that separates two 

consecutive simple curves. According to The American Association of State Highway and 

Transportation Officials (AASHTO), a tangent that separates two consecutive horizontal curves 

should be at least  183 𝑚 in length [153]. Therefore, in the case illustrated in Figure 5.2 (a), the  

 

 

 

 

 

 

 

a                                                                       b 

 

Figure 5.2. Curve classification. 
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tow simple curves and the line between them form together a compound curve because the length 

of the inner line is less than 183 𝑚. However, the case illustrated in Figure 5.2 (b) presents two 

separate simple curves because the line that separates them is longer than 183 𝑚. 

5.2.2. Curve detection  

The ability to accurately detect the curves present in a predetermined trajectory is a vital aspect 

in the optimization of speed planning procedures. As such, it is necessary to develop and 

implement a robust and efficient algorithm for curve detection that can accurately detect and 

classify these curves in a reliable manner. For the algorithm to automatically detect curvatures in 

a predetermined trajectory, it could use the following steps: 

- Preprocessing: Clean and smooth the data points in the trajectory to reduce noise and 

improve accuracy. 

- Curve segmentation: Divide the trajectory into segments based on the regions of significant 

curvature. 

- Segments inclination: Evaluate the degree of inclination of each two consecutive segments 

in the curve. 

- Thresholding: Set a threshold on the value of the inclination to identify regions with 

significant curvature. 

- Curve classification: Evaluate the degree of inclination of each curve segment to classify 

them into different categories based on the threshold value. 

- Postprocessing: Verify the accuracy of the curve fits and make adjustments as needed to 

improve the final result. 

The trajectory is created by connecting a series of discrete data points, with each line segment 

formed between two consecutive points. These line segments, when combined, form the overall 

trajectory, which represents the path of a moving object over time. The bearing angle 𝛼 is a key 

measurement that represents the inclination between two consecutive line segments in the curve, 

as illustrated in Figure 5.3. This calculation plays a crucial role in the curve detection algorithm, 

as it provides important information about the direction of the curve at each point. By accurately 

determining the bearing angle, the algorithm can understand the shape and behavior of the curve. 
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Figure 5.3. Bearing angle. 

 

The bearing angle 𝛼 between the segments 𝐴𝐵 and 𝐵𝐶 in Figure 5.3 can be calculated utilizing 

the geographic coordinates of points 𝐴, 𝐵, and 𝐶 through the following equations [154]: 

cos (
𝛼∙𝜋

180
) =

𝐴𝐵⃗⃗ ⃗⃗  ⃗.𝐵𝐶⃗⃗ ⃗⃗  ⃗

|𝐴𝐵⃗⃗ ⃗⃗  ⃗|∙|𝐵𝐶⃗⃗⃗⃗  ⃗|
= 

(𝑥𝐵−𝑥𝐴)(𝑥𝐶−𝑥𝐵)+(𝑦𝐵−𝑦𝐴)(𝑦𝐶−𝑦𝐵)

√(𝑥𝐵−𝑥𝐴)2+(𝑦𝐵−𝑦𝐴)2⋅√(𝑥𝐶−𝑥𝐵)2+(𝑦𝐶−𝑦𝐵)2
                                                (5.1) 

𝛼 =  cos−1 (
(𝑥𝐵−𝑥𝐴)(𝑥𝐶−𝑥𝐵)+(𝑦𝐵−𝑦𝐴)(𝑦𝐶−𝑦𝐵)

√(𝑥𝐵−𝑥𝐴)2+(𝑦𝐵−𝑦𝐴)2⋅√(𝑥𝐶−𝑥𝐵)2+(𝑦𝐶−𝑦𝐵)2
)
180

𝜋
                                                           (5.2) 

where (𝑥𝐴, 𝑦𝐴), (𝑥𝐵, 𝑦𝐵), and (𝑥𝐶 , 𝑦𝐶) are the coordinates of the points 𝐴, 𝐵, and 𝐶, respectively. 

The success of the curve identification algorithm lies in the precise determination of the 

threshold value for the bearing angle. This value holds significant influence in ensuring the 

accuracy of the curves extracted by the algorithm. Careful consideration is therefore imperative in 

the selection of the threshold value for the bearing angle. This value holds immense importance in 

identifying the precise starting and ending points of genuine curves, making it a critical component 

in the curve identification process. When the calculated bearing angle between the current segment 

and the next segment exceeds the threshold, it indicates the start or continuation of a real curve. 

On the other hand, if the calculated bearing angle between the current segment and the previous 

segment is less than or equal to the threshold, it suggests the absence of a real curve or the end of 

a previously detected curve [155]. In this research, a bearing angle threshold of 5° was utilized. 

After detecting the real curves, each one is defined by its curvature point, and its tangency point.  

A comprehensive description of the curve identification algorithm is presented in flowchart in 

Figure 5.4, allowing for a clear understanding and easy interpretation of the method. 
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Figure 5.4. Curve identification algorithm. 
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5.3. Curve characteristics  

After the curve identification algorithm has been utilized to extract the actual curves from the 

predefined trajectory and to define them through their curvature points and tangency points, the 

next step is to extract the main characteristics of each curve. This information is crucial in 

understanding the behavior and behavior patterns of the curve, and it allows for the formulation of 

a suitable approach in dealing with it. These characteristics can be studied mathematically through 

the use of functions, derivatives, and integrals. By fully comprehending the main characteristics 

of each curve, a more informed and effective approach can be taken in dealing with it, leading to 

improved performance and safety. The main components of a curve are represented in Figure 5.5 

and include [156]:  

- Intersection Point (𝐼𝑃): The intersection point is a significant junction at which the two 

tangents, representing the direction of curvature in opposite directions, intersect and come 

together to form a common point.  

- Intersection angle (𝜄): The intersecting angle is a significant measure of deviation at the 

point of intersection. 

- Curve Radius (𝑅𝑐): The radius of a curve is a crucial component of geometric study and is 

defined as a straight line that originates from the center of the curve and extends to its 

circumference. 

- Curve Length (𝐿𝑐): The length of a curve is a fundamental aspect of its geometry, 

representing the total distance covered when traversing the curve from its curvature point 

to its tangency point.  

- Curve Length Chord (𝐶𝑐): A chord in geometry is defined as a straight line connecting two 

points on a curve. A long chord of a curve is a chord that starts from the point of curvature 

and extends to the point of tangency. 

- Curve Center (𝑂𝑐): The center of a curve refers to a central point or average position of the 

points on the curve. 

- Central angle (𝜗): The central angle is the angle formed by two radii drawn from the center 

of the circle (𝑂𝑐) to the point of curvature and the point of tangency.  
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Figure 5.5. Curve parameters. 

 

The parameters that define the curve shown in Figure 5.5 are crucial for a complete 

understanding of its characteristics and behavior. These parameters are obtained by applying a set 

of mathematical equations, which serve as a structured and systematic method for determining the 

key features of the curve. The equations used in this process are detailed below [157]. The precise 

calculation of these parameters is crucial, as it forms the foundation of the analysis and provides 

valuable insight into the nature of the curve. 

𝑎(𝑂𝑐−𝑃𝐶) =
(𝑥
𝑃𝐶′

−𝑥𝑃𝐶)

(𝑦𝑃𝐶−𝑦𝑃𝐶′)
                                                       (5.3) 

𝑏(𝑂𝑐−𝑃𝐶) = (𝑦𝑃𝐶 − 𝑥𝑃𝐶)
(𝑥
𝑃𝐶′

−𝑥𝑃𝐶)

(𝑦𝑃𝐶−𝑦𝑃𝐶′)
                             (5.4) 

𝑎(𝑂𝑐−𝑃𝑇) =
(𝑥
𝑃𝑇′

−𝑥𝑃𝑇)

(𝑦𝑃𝑇−𝑦𝑃𝑇′)
                                  (5.5) 

𝑏(𝑂𝑐−𝑃𝑇) = (𝑦𝑃𝑇 − 𝑥𝑃𝑇)
(𝑥
𝑃𝑇′

−𝑥𝑃𝑇)

(𝑦𝑃𝑇−𝑦𝑃𝑇′)
                       (5.6) 

𝑥𝑂𝑐 =
𝑏(𝑂𝑐−𝑃𝑇)−𝑏(𝑂𝑐−𝑃𝐶)

𝑎(𝑂𝑐−𝑃𝐶)−𝑎(𝑂𝑐−𝑃𝑇)
                         (5.7) 

𝑅𝑐 

𝑃𝑇(𝑥𝑃𝑇 , 𝑦𝑃𝑇) 

𝑃𝐶(𝑥𝑃𝐶 , 𝑦𝑃𝐶) 
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𝑦𝑂𝑐 = 𝑎(𝑂𝑐−𝑃𝐶)
𝑏(𝑂𝑐−𝑃𝑇)−𝑏(𝑂𝑐−𝑃𝐶)

𝑎(𝑂𝑐−𝑃𝐶)−𝑎(𝑂𝑐−𝑃𝑇)
+ 𝑏(𝑂𝑐−𝑃𝐶)               (5.8) 

𝑅𝑐 = √(𝑥𝑃𝐶 − 𝑥𝑂𝑐)
2
+ (𝑦𝑃𝐶 − 𝑦𝑂𝑐)

2
                (5.9) 

𝐶𝑐 = √(𝑥𝑃𝑇 − 𝑥𝑃𝐶)2 + (𝑦𝑃𝑇 − 𝑦𝑃𝐶)2              (5.10) 

𝜗 = 2 ⋅ sin−1 (
𝐶𝑐

2𝑅𝑐
) ∙

180

𝜋
                (5.11) 

𝐿𝑐 = 
𝜗.𝜋

180
 𝑅𝑐                  (5.12) 

 The slopes of lines 𝑂𝑐 − 𝑃𝐶 and 𝑂𝑐 − 𝑃𝑇 are represented by 𝑎(𝑂𝑐−𝑃𝐶) and 𝑎(𝑂𝑐−𝑃𝑇) respectively, 

while their intercepts are denoted by 𝑏(𝑂𝑐−𝑃𝐶) and 𝑏(𝑂𝑐−𝑃𝑇). The coordinates of the center point of 

the curve are represented by 𝑥𝑂𝑐 and 𝑦𝑂𝑐. 

 The extracted curves present in a particular trajectory can display a wide range of shapes and 

curvatures, making it challenging to compare and analyze them effectively. To address this, various 

parameters have been devised to quantify the severity of a curve, with the central angle being one 

of the most commonly utilized metrics. When the central angle of a curve is large, it indicates that 

the curve is sharp, with a tight radius and steep incline. In contrast, a low central angle indicates 

that the curve is less sharp, has a larger radius, and a gentler incline. As a result, the central angle 

can provide valuable insight into the comparison of the sharpness of curves within a particular 

trajectory. 

 In the context of identifying hazardous curves, only those curves that are considered sharp are 

of interest. To determine what constitutes a sharp curve, a set of criteria have been established based 

on the AASHTO’s guidelines. According to "A Policy on Geometric Design of Highways and 

Streets" [153], a sharp curve is classified as such if its central angle falls within a specific range, 

specifically between 30° and 180°. This range of central angles is considered to pose a greater risk 

to drivers and therefore are considered dangerous curves that require special attention and measures 

to mitigate their potential dangers. In this study, the emphasis is placed solely on sharp curves for 

adjusting vehicle speed during trajectory tracking 
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5.4. Curve speed calculation  

 Curve speed calculation is crucial in autonomous vehicle driving because it directly affects the 

safety and performance of the vehicle. By accurately calculating the appropriate speed for 

navigating a curve, an autonomous vehicle can ensure that it stays on the road and avoids potential 

accidents. If the vehicle takes a curve at a speed that is too high, it can lose traction and spin out of 

control, potentially colliding with other vehicles or objects. On the other hand, if the vehicle takes 

the curve at a speed that is too slow, it can impede traffic flow and cause delays. Therefore, accurate 

curve speed calculation is critical for ensuring the safe and efficient operation of autonomous 

vehicles. This involves taking into account various factors such as the curvature of the road and the 

forces applied on the vehicle to determine the ideal speed for navigating the curve.  

 Figure 5.6 showcases the comprehensive forces that were meticulously considered in our vehicle 

model. The centrifugal force, slope force, and rolling resistance force were all precisely 

incorporated into the model, as they play a significant role in determining the vehicle's trajectory 

and overall behavior. However, in the interest of precision and accuracy, the aerodynamic force 

was excluded from our model. While the aerodynamic force is undoubtedly a relevant factor in 

vehicle dynamics, its contribution to the overall behavior of the vehicle is typically relatively minor 

when compared to other forces that have been taken into account. Moreover, for the specific 

purpose of our study, the effects of aerodynamic forces are negligible, allowing us to focus on other 

forces that have a more significant impact on the vehicle's performance. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.6. Forces applied in the vehicle. 
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 Estimating the speed of a curve is a crucial aspect of safe driving and relies on the interplay 

between two opposing forces: centripetal and centrifugal. The centripetal force, arising from the 

friction between the tires and the road surface, is responsible for keeping the vehicle on track along 

the curve. Conversely, the centrifugal force is an outward force that seeks to push the vehicle away 

from the curve. Therefore, to mitigate the effects of the centrifugal force, road designers incorporate 

a banked angle 𝜑 into curves, which tilts the roadway and provides an incline that counters the 

centrifugal force, thereby enhancing vehicle stability and safety.  

 The expression for the centrifugal force exerted on the vehicle can be conveyed as follows:  

𝐹𝑐 =  𝑚
𝑣2

𝑅𝑐
                 (5.13) 

 The centrifugal force can be expressed as the resultant of the normal force 𝑁 and the friction 

force 𝑓𝑟 in the horizontal direction: 

𝐹𝑐 = 𝑁 ⋅ sin𝜑 + 𝑓𝑟 ⋅ cos 𝜑                             (5.14) 

 When considering the vertical direction, the weight force 𝑤 can be represented as the sum of the 

normal force 𝑁 and the friction force 𝑓𝑟 acting in the opposite direction: 

𝑤 = 𝑁 ⋅ cos𝜑 − 𝑓𝑟 ⋅ sin𝜑                                (5.15) 

 Newton's second law states that the force acting on an object is proportional to its mass and 

acceleration. Therefore, the weight force can be mathematically expressed as the product of an 

object's mass and the acceleration due to gravity 𝑔: 

𝑤 = 𝑚 ⋅ 𝑔                                             (5.16) 

 The expression for the friction force applied on a vehicle wheel can be given by the product of 

the coefficient of friction, 𝜇, between the tire and the road surface and the normal force, 𝑁, acting 

on the wheel. The friction force is essential for ensuring the vehicle's ability to accelerate, 

decelerate, and turn safely and efficiently. Mathematically, this can be represented as: 

𝑓𝑟 = 𝑁 ⋅ 𝜇                                                (5.17) 
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By substituting the Equations (5.16) and (5.17) in the Equation (5.15), the expression of the 

normal force could be derived as:  

𝑁 =
𝑚⋅𝑔

cos𝜑−𝜇⋅sin𝜑
                                 (5.18) 

By substituting the Equations (5.17) and (5.18) in the Equation (5.14), the expression of the 

centrifugal force could be derived as:  

𝐹𝑐 =
tan𝜑+ 𝜇

1−𝜇⋅tan𝜑
𝑚 ⋅ 𝑔                                  (5.19) 

When we set Equations (5.13) and (5.19) to be equal to each other, we obtain: 

tan𝜑+ 𝜇

1−𝜇⋅tan𝜑
𝑔 =  

𝑣2

𝑅𝑐
                                 (5.20) 

By defining the super-elevation 𝜉 = tan𝜑 and the curvature 𝜅 =
1

𝑅𝑐
 , the optimal speed of a 

curve can be expressed as follows: 

𝑣𝑐 = √
(𝜉+ 𝜇)𝑔

(1−𝜇⋅ 𝜉)𝜅
                                 (5.21) 

Super-elevation is an essential factor in designing curves to ensure vehicle safety by resisting 

the effects of centripetal force. The American Association of State Highway and Transportation 

Officials recommends a super-elevation rate between 4% to 12% to prevent the vehicle from 

sliding or tipping over when navigating a curve [153]. However, the friction coefficient is another 

critical aspect to consider, as it depends on various factors such as the vehicle velocity, tire quality, 

and road surface type. The friction coefficient value typically ranges between 0.1 to 0.16, and 

exceeding this limit can compromise vehicle safety, especially in wet or slippery conditions [15]. 

Therefore, it is crucial to design the super-elevation and friction coefficient values according to 

the specific road geometry and environmental factors, including weather and traffic conditions, to 

ensure safe and efficient travel around the curve. Road designers and engineers must carefully 

consider these parameters to determine the optimal super-elevation and friction coefficient values, 

highlighting the importance of road design in ensuring passenger safety. 
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5.5. Speed profile generation 

 Navigating an unfamiliar road with sharp curves can pose a significant risk to drivers if they fail 

to adjust their speed accordingly. In such situations, the driver must possess the skill and ability to 

simultaneously maneuver the steering wheel and reduce speed to navigate through the curve safely 

without leaving their lane. However, with the advent of autonomous driving systems, the same 

principles of safe navigation must be applied. Autonomous driving systems must be programmed 

to adapt the vehicle speed with the path curvature and speed limits. Such programming would 

require an understanding of the physics of driving as this helps to maintain the autonomous vehicle 

stability, prevents the vehicle from veering off course, and ensures the safety of passengers and 

other road users.  

 Speed profile planning is a critical aspect of trajectory planning that involves determining the 

optimal speed for navigating through sharp curves 𝑣𝑐 and adhering to vehicle speed limits. By 

extracting the ideal speed for each segment of the trajectory, a speed profile is created that guides 

the autonomous vehicle along the designated path. However, the challenge of maintaining a 

comfortable ride for passengers during variable velocity navigation requires controlling the speed 

variation within acceleration limits. To achieve smooth motion and human comfort, a crucial factor 

in speed profile planning is determining the appropriate distance required for the vehicle to reach 

the desired speed within defined acceleration boundaries. This distance is influenced by the current 

speed 𝑣𝑎, desired speed 𝑣𝑑, and acceleration value 𝑎, and can be calculated using the following 

equation [158]: 

𝑑 =
𝑣𝑑

2−𝑣𝑎
2

2⋅ 𝑎
                                 (5.21) 

 Once the real curves in the predetermined trajectory have been defined, the optimal speed for 

each curve has been calculated, and the required distance necessary to achieve the desired speed 

while maintaining passenger comfort has been determined, the speed profile can be generated and 

applied to the vehicle throughout the entire trajectory. The algorithm for generating the speed 

profile is illustrated in Figure 5.7. By following the generated speed profile, the autonomous vehicle 

can navigate the trajectory with precision, avoiding any potential hazards and ensuring a 

comfortable ride for all passengers. 
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Figure 5.7. Speed planning algorithm. 
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 Based on the information presented in Figure 5.7, the implementation of the speed planning 

algorithm can be achieved through the execution of a series of well-defined steps:  

- At the onset of the motion, the vehicle begins from a stationary position with an initial 

velocity 𝑣𝑖, and the maximum permissible speed is capped at 𝑣𝑚. 

- The algorithm for determining the desired speed of a vehicle takes into account various 

factors, including the actual traveled distance 𝑑𝑎, the upcoming curve distance 𝑑𝑐, and the 

distance to maximum speed 𝑑𝑚. Based on these inputs, the algorithm intelligently selects 

the appropriate speed for the vehicle to achieve. If the difference between the curve distance 

and the actual traveled distance is smaller than the difference between the distance to 

maximum speed and the actual traveled distance, the algorithm selects the next curve speed 

as the desired speed. In this way, the vehicle can safely navigate the curve without risking 

any accidents or losing control. However, if the difference between the distance to the 

maximum speed limit and the actual traveled distance is greater than the difference between 

the curve distance and the actual traveled distance, the algorithm selects the maximum speed 

limit as the desired speed. This allows the vehicle to make up for lost time and cover more 

ground quickly while staying within safe limits. 

- Once the actual speed and the desired speed have been established, Equation (5.21) is used 

to calculate the required distance 𝑑𝑟 that is necessary to achieve the desired speed. This 

calculation takes into account any discrepancies between the actual speed and the desired 

speed. By using this equation, the system can determine the distance needed to reach the 

desired speed, allowing for more precise control of the vehicle's acceleration. 

- The vehicle applies a deceleration 𝑎𝑛 to reach the desired speed, but only if one of these 

conditions are met. Firstly, the actual distance travelled must exceed the difference between 

the curve distance and the required distance to reach the curve. Secondly, the actual distance 

travelled must be less than the sum of the curve distance and the curve length 𝐿𝑐. Lastly, the 

vehicle's actual speed must be greater than the speed required for the upcoming curve. In the 

event that all of these conditions are not met, an acceleration 𝑎𝑝 is applied instead to achieve 

the desired speed. By adhering to these parameters, the vehicle can maintain safe and 

efficient speed while navigating curves. 
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5.6. Simulation results 

 In this section, we showcase the exceptional vehicle navigation performance achieved through 

the utilization of our speed planning algorithm with super-twisting control on the two predefined 

trajectories discussed in Chapter 4. Our method stands out in its ability to guarantee robustness and 

versatility, a fact that we demonstrate through extensive simulations. By presenting the outcomes 

of our simulations, we aim to provide valuable insights into the potential of our algorithm to 

revolutionize vehicle navigation in real-world scenarios. 

 Figure 5.8 illustrates the complete workflow for vehicle trajectory-tracking, which employs the 

technique of speed planning with super-twisting control. The trajectory coordinates are analyzed to 

extract crucial information about sharp curves in the path, which is then utilized to compute the 

optimal velocity for each curve. Then a speed profile algorithm is used to enable the vehicle to 

travel along the path at a variable velocity, with smooth and precise navigation. The generated speed 

profile is integrated into the lateral control law formula, which calculates the required steering 

angle, ensuring that the vehicle maintains its trajectory without any sudden or jerky changes in 

direction. 

 

 

 

 

 

 

 

 

 

 

  

 

 

Figure 5.8. Trajectory tracking structure using speed profile generation. 
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 In Figure 5.9, we present the sharp curves that were identified in each trajectory using the curve 

identification algorithm according to "A Policy on Geometric Design of Highways and Streets" 

criteria. The visual representation of these curves allows for a more comprehensive understanding 

of the trajectories and their complexity. The first trajectory is found to contain four sharp curves, 

whereas the second trajectory contains six sharp curves, as depicted in the figure. The use of the 

curve identification algorithm provides an efficient and effective way to analyze trajectories, 

enabling us to design speed planning algorithms that can handle the challenges posed by sharp 

curves. This information is crucial for the development of advanced navigation systems that can 

accurately and reliably guide vehicles through complex terrains. 

 

                            

 

Figure 5.9. Trajectories sharp curves. 

 

 In Figure 5.10, the speed profile generated for vehicle tracking is presented. The sophisticated 

speed planning algorithm takes into consideration the trajectory curvatures to produce an 

appropriate speed profile for the vehicle to travel at, ensuring not only smooth tracking but also 

high precision. By dynamically adjusting the vehicle's speed, the algorithm enables it to precisely 

follow the intended trajectory, while taking into account various factors. This precision in tracking 

can improve the safety of the vehicle, reduce energy consumption, and enhance the overall driving 

experience. 
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Figure 5.10. Speed profiles for trajectories 1&2 using speed planning. 

 

 Figure 5.11 displays the outcomes of tracking the vehicle, indicating the impressive performance 

of the speed planning algorithm combined with the super-twisting controller. The blue line in the 

figure represents the reference trajectory, while the red line shows the real trajectory of the vehicle. 

 

                          

Figure 5.11. Vehicle tracking trajectories using speed planning. 
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The graph clearly shows that the vehicle closely follows the reference trajectory, providing solid 

evidence of the efficiency of the speed planning algorithm when used with the super-twisting 

controller. Additionally, the reference and actual trajectories are even more similar than when using 

the super-twisting algorithm with constant velocity, highlighting the outstanding precision and 

accuracy of this method. 

 Figures 5.12 and 5.13 illustrate the outcomes of the lateral and orientation error measurements 

of the entire path, respectively. These figures reveal a noteworthy finding that the lateral and 

orientation errors obtained from the integration of the speed planning algorithm are significantly 

lower than those obtained from using the constant velocity approach in Chapter 4. This indicates 

that the algorithm plays a crucial role in reducing the errors by optimizing the vehicle velocity 

during sharp curves. By doing so, it allows the vehicle to more accurately track the real trajectory, 

resulting in a more precise and accurate path. This noteworthy finding showcases the exceptional 

effectiveness of the designed algorithm in enhancing the overall path planning process, positioning 

it as a valuable asset in numerous autonomous vehicle systems and opening up potential 

applications across a broad spectrum. 

 

 

 

Figure 5.12. Lateral error for trajectories 1&2 using speed planning. 
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Figure 5.13. Orientation error for trajectories 1&2 using speed planning. 

 

 Figures 5.14 and 5.15 provide a visualization of the front steering angle and vehicle yaw rate as 

the vehicle navigates through the desired trajectories. The speed planning algorithm plays a critical 

role in the generation of an ideal speed profile, which is then utilized in the lateral control block to 

provide a steering angle set point that is applied to the vehicle's steering wheel. This approach is 

highly effective, as it provides a smooth tracking performance, resulting in better control and 

stability during navigation. By incorporating the generated speed profile in the steering angle 

calculation procedure, the generated angle is more appropriate, which significantly enhances the 

vehicle's overall maneuverability and performance. Furthermore, the steering angle response is 

more precise and stable, leading to more accurate tracking of the desired trajectory and comfortable 

travel for the passengers. The combination of the trajectory curvatures and the obtained speed 

profile from the speed planning algorithm into the lateral control block offers a robust solution for 

trajectory tracking tasks in autonomous vehicle fields, enabling them to navigate complex 

environments with greater accuracy and efficiency. This approach has the potential to revolutionize 

the field of autonomous vehicle technology, paving the way for safer and more reliable 

transportation systems. 
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Figure 5.14. Steering angle for trajectories 1&2 using speed planning. 

 

 

 

Figure 5.15. Yaw rate for trajectories 1&2 using speed planning. 

 

 Table 5.1 and Table 5.2 provide a comprehensive summary of the lateral and orientation error 

results obtained from trajectory tracking using the speed planning algorithm. The values of the RMS 
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errors obtained from trajectory 1 and trajectory 2 are 0.016 𝑚 and 0.020 𝑚, and 0.015 𝑟𝑎𝑑 and 

0.027 𝑟𝑎𝑑, respectively. These results indicate that the speed planning algorithm significantly 

reduces the errors in trajectory tracking during sharp curves. Moreover, the maximum error values 

obtained from all the sharp curves are 0.088 𝑚 and 0.091 𝑚 for lateral error, and 0.088 𝑟𝑎𝑑 and 

0.035 𝑟𝑎𝑑 for orientation error, respectively, for both trajectories 1 and 2. These findings highlight 

the robustness of the speed planning algorithm in decreasing the errors in the trajectory tracking, 

leading to more accurate and reliable navigation of the path. Broadly speaking, the use of this 

algorithm offers a promising solution to enhance the trajectory tracking performance of autonomous 

vehicles driving. 

  

Table 5.1. Lateral and orientation errors for trajectory 1 using speed planning. 

 

 

 

 

 

 

 

 

 

Table 5.2. Lateral and orientation errors for trajectory 2 using speed planning. 

 

  

Curve 1 2 3 4 Average 

MAX lateral  

error (m) 
0.060 0.080 0.087 0.088 0.079 

RMS lateral  

error (m) 
0.013 0.017 0.016 0.018 0.016 

MAX orientation  

error (rad) 
0.056 0.085 0.086 0.088 0.079 

RMS orientation  

error (rad) 
0.011 0.016 0.016 0.018 0.015 

Curve 1 2 3 4 5 6 Average 

MAX lateral 

error (m) 
0.091 0.056 0.031 0.057 0.063 0.051 0.058 

RMS lateral 

error (m) 
0.038 0.020 0.010 0.023 0.018 0.013 0.020 

MAX orientation 

error (rad) 
0.156 0.111 0.066 0.090 0.113 0.057 0.099 

RMS orientation 

error (rad) 
0.035 0.031 0.025 0.026 0.027 0.020 0.027 
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 The results of the comparison between the vehicle navigation errors with and without using the 

speed planning algorithm are presented in Figures 5.16 and 5.17. These figures show a significant 

improvement in the performance of the algorithm, as demonstrated by the reduction in the lateral 

RMS error by 70.37% and 45.45% for trajectory 1 and 2, respectively. Moreover, the orientation 

RMS error was also significantly reduced by 90.43% and 68.60% for the same trajectories, 

indicating the effectiveness of the speed-planning algorithm with super-twisting controller in 

providing high-precision trajectory-tracking with minimal error. These remarkable results 

demonstrate the superiority of this combined designed techniques over other existing algorithms. 

The success of this algorithm in reducing the navigation errors can be attributed to its ability to 

generate optimal speed based on real-time information about the vehicle's motion, while also taking 

into account the constraints of the vehicle and the environment. 

 

 

Figure 5.16. Average errors for trajectory 1. 

 

 

Figure 5.17. Average errors for trajectory 2. 
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5.7. Conclusion  

 In this chapter, we have developed a speed planning algorithm that is capable of creating an 

appropriate speed profile for navigating a predetermined trajectory with a vehicle. The first step 

of the algorithm was to detect and recognize the primary curves that are present within the pre-

established trajectory. Once the primary curves had been identified, their fundamental properties 

were extracted. Next, the algorithm calculated the velocity required for each sharp curve. Finally, 

a method for generating a speed profile that would allow for successful navigation of the entire 

trajectory with a vehicle was proposed. 

 The primary benefit of the speed planning algorithm we have developed lies in its ability to 

adapt to different scenarios, as it can be integrated into the vehicle's lateral control system. This 

integration allows the vehicle to maintain appropriate speeds while navigating through straight and 

curved sections of a route. Additionally, the algorithm is capable of identifying sharp curves ahead 

of time and gradually reducing the vehicle's speed by applying a comfortable deceleration value. 

This ensures that the vehicle reaches an optimal speed in preparation for traversing the curve safely 

and comfortably.  

 The obtained results using Matlab/Simulink software showed impressive improvement in 

autonomous vehicle performance. The tracking results using our approach showed significant 

reduction of lateral errors. This improvement may potentially prevent accidents and reduce severe 

injuries in real driving scenarios, which is exactly the aim of any autonomous vehicle.  
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6.1. Introduction 

In the preceding chapter, we introduced a cutting-edge speed planning algorithm meticulously 

crafted to optimize the velocity of autonomous vehicles as they traverse predetermined trajectories. 

The fundamental concept underpinning this algorithm is to leverage the key attributes of trajectory 

curvature, enabling the generation of an ideal speed profile. By leveraging this approach, our 

algorithm ensures that the vehicle attains an elevated speed level in advance, thus facilitating a 

safe and comfortable maneuvering of curves.  

To accurately emulate the behavior of an autonomous electric vehicle, we employ the derived 

speed profiles from the meticulously designed speed planning algorithm to govern the drive speed 

of the vehicle, rather than directly manipulating its overall velocity. Deliberately chosen for this 

research, the induction motor serves as the prime traction element of the autonomous electric 

vehicle. This deliberate selection stems from the motor's remarkable ability to effectively reach 

the desired reference speed, all while adhering to strict current limits to ensure operational safety. 

Moreover, the induction motor demonstrates exceptional energy efficiency, optimizing the 

vehicle's overall energy consumption [75-79]. By leveraging the unique characteristics of the 

induction motor, we establish a robust and efficient framework for achieving precise speed control 

in our autonomous electric vehicle system. 

To regulate the speed of the induction motor, a multitude of control techniques have been 

devised. In this study, however, we introduce a back-stepping SVM approach meticulously crafted 

to ensure unparalleled performance and robustness of the induction motor. By attaining precise 

control over the induction motor, our approach enables the autonomous vehicle to effortlessly 

navigate through predefined trajectories, guaranteeing a safe and comfortable traversal of curves 

and other demanding road conditions. This advanced control technique serves as a key enabler for 

enhancing the overall capabilities and efficiency of autonomous electric vehicles. 

To assess the effectiveness of the back-stepping SVM technique, comprehensive evaluations 

were conducted using both numerical simulations and experimental implementation. 

MATLAB/Simulink was utilized for conducting simulations, providing a reliable platform for 

analyzing and optimizing the control algorithm. Additionally, real-time experiments were carried 

out with the dSpace 1104 board to validate the theoretical findings and ensure practical feasibility. 
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6.2. Back-stepping approach 

Back-stepping control is a nonlinear control technique that aims to control complex systems 

with uncertain dynamics. It provides a systematic approach to design control laws for achieving 

stability and tracking performance in nonlinear systems. This control theory has gained significant 

attention in recent years due to its effectiveness in dealing with complex and uncertain systems. In 

this section, we will explore the principles and key concepts of back-stepping control theory and 

its applications in various fields [159]. 

6.2.1. Principles of back-stepping control: 

The main principles of the back-stepping approach are based on the following steps [160]: 

- Lyapunov Stability Analysis: At the core of back-stepping control lies the utilization of 

Lyapunov stability analysis. This analysis involves the selection of a Lyapunov function 

that can prove the stability of the system. In the case of back-stepping control, a series of 

Lyapunov functions are designed to stabilize the system incrementally. This stepwise 

approach ensures that the system achieves stability in a systematic manner. 

- Recursive Design: Back-stepping control follows a recursive design procedure. To tackle 

the control problem effectively, it is broken down into a sequence of subsystems. Each 

subsystem is responsible for stabilizing a specific dynamics aspect of the overall system. 

By designing control laws for each subsystem, the stability and tracking performance of 

the entire system can be achieved through a cascaded structure. 

- Virtual Control: An integral concept employed in back-stepping control is virtual 

control. This involves introducing a desired control input to guide the system towards a 

desired trajectory or behavior. The virtual control input is determined based on the 

system's error, which represents the deviation from the desired behavior, and the desired 

system behavior itself. By manipulating the virtual control input, the system can be steered 

towards the desired state while maintaining stability. 

By incorporating these steps, back-stepping control provides a systematic framework for 

designing control laws that achieve stability and performance objectives in a recursive manner. 
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6.2.2. Recursive control design 

The concept of Recursive control design involves stabilizing a larger system by initially 

stabilizing a smaller subsystem and then gradually extending the controlled stability outward. This 

approach is based on the assumption that a lower-order subsystem, represented by the Equation 

(6.1) has already been stabilized at the origin using a control 𝑢 (𝑥) such that 𝑢 (0)  =  0. The 

stabilization of this subsystem cannot be achieved directly through conventional methods. 

Additionally, it is assumed that a Lyapunov function 𝑉 is known for the stabilized subsystem [161]. 

�̇� = 𝐴(𝑥) + 𝐵(𝑥) ∙ 𝑢              (6.1) 

To extend the controlled stability to the larger system, a control 𝑢1(𝑥, 𝑧1) is designed for the 

system in Equation (6.2) in such a way that 𝑧1 follows the desired control 𝑢 (𝑥). 

�̇�1 = 𝐴1(𝑥, 𝑧1) + 𝐵1(𝑥, 𝑧1) ∙ 𝑢1             (6.2) 

The design of this control is based on an augmented Lyapunov function candidate: 

𝑉1(𝑥, 𝑧1) = 𝑉(𝑥) +
1

2
(𝑧1 − 𝑢)

2             (6.3) 

where the control 𝑢1 can be chosen to ensure that �̇�1 is bounded away from zero. 

Similarly, a control 𝑢2(𝑥, 𝑧1, 𝑧2) is designed for the system in Equation (6.4) so that 𝑧2 follows 

the desired control 𝑢1(𝑥, 𝑧1). 

�̇�2 = 𝐴2(𝑥, 𝑧1, 𝑧2) + 𝐵2(𝑥, 𝑧1, 𝑧2) ∙ 𝑢2            (6.4) 

The design of this control is based on an augmented Lyapunov function candidate: 

𝑉2(𝑥, 𝑧1, 𝑧2) = 𝑉1(𝑥, 𝑧1) +
1

2
(𝑧2 − 𝑢1)

2            (6.5) 

where the selection of control 𝑢1 ensures that �̇�2 remains at a significant distance from zero. 

This process continues recursively until the actual control 𝑢 is determined. At each step, the 

fictitious controls are used to stabilize the corresponding fictitious states to the desired control of 

the previous step. Finally, the fictitious control 𝑢 stabilizes the state 𝑥 to the origin. 
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6.3. Electric vehicle speed control using back-stepping approach  

6.3.1. Induction motor presentation 

To regulate the speed of an induction motor, one can derive dynamic equations from the 

induction motor model presented in Chapter 3 by taking into account the stator current and rotor 

flux as state variables in the stationary reference (𝛼 − 𝛽) frame: 

𝑑𝑖𝑠α

𝑑𝑡
= −

𝛾

𝜎∙𝐿𝑠
∙ 𝑖𝑠α +

𝑇𝑚𝑟

𝜎∙𝐿𝑠∙𝑇𝑟
𝜙𝑟α +

𝑇𝑚𝑟∙𝜔

𝜎∙𝐿𝑠
 𝜙𝑟β +

1

𝜎∙𝐿𝑠
𝑉𝑠α                                                    (6.6) 

𝑑𝑖𝑠β

𝑑𝑡
= −

𝛾

𝜎∙𝐿𝑠
∙ 𝑖𝑠β +

𝑇𝑚𝑟

𝜎∙𝐿𝑠∙𝑇𝑟
𝜙𝑟β −

𝑇𝑚𝑟∙𝜔

𝜎∙𝐿𝑠
 𝜙𝑟α +

1

𝜎∙𝐿𝑠
𝑉𝑠β                                                    (6.7) 

𝑑𝜙𝑟α

𝑑𝑡
=

𝐿𝑚

𝑇𝑟
𝑖𝑠α −

1

𝑇𝑟
𝜙𝑟α − 𝜔 ∙ 𝜙𝑟β                                                                                 (6.8) 

𝑑𝜙𝑟β

𝑑𝑡
=

𝐿𝑚

𝑇𝑟
𝑖𝑠β −

1

𝑇𝑟
𝜙𝑟β − 𝜔 ∙ 𝜙𝑟α                                                                                 (6.9) 

𝐽.
𝑑Ω

𝑑𝑡
= 𝑇𝑒 − 𝑇𝐿 − 𝑓 ∙ Ω                                                                                                   (6.10) 

The electromagnetic torque equation is the result of multiplying the rotor flux and stator 

currents through a cross product. It describes the magnetic field's influence on the produced torque: 

𝑇𝑒 = 𝜂(𝜙𝑟α ∙ 𝑖𝑠β − 𝜙𝑟β ∙ 𝑖𝑠α)                                                                                          (6.11) 

The magnitude of the rotor flux, 𝜙𝑟, is determined by: 

𝜙𝑟 = √𝜙𝑟α
2 + 𝜙𝑟β

2
                                                                                            (6.12) 

where: 𝜎 = 1 −
𝐿𝑚

2

𝐿𝑠∙𝐿𝑟
 ; 𝛾 = 𝑅𝑠 +

𝐿𝑠(1−𝜎)

𝑇𝑟
 ; 𝑇𝑚𝑟 =

𝐿𝑚

𝐿𝑟
 ; 𝑇𝑟 =

𝐿𝑟

𝑅𝑟
 ; 𝜂 = 𝑝

𝐿𝑚

𝐿𝑟
. 

Additionally, 𝑉𝑠α_β, 𝑖𝑠α_β, 𝜙𝑟α_β, 𝑅𝑠, 𝑅𝑟, 𝐿𝑠, 𝐿𝑟, 𝐿𝑚, 𝜔, Ω, 𝐽, 𝑓, 𝑝, and 𝑇𝐿 are stator 𝛼 − 𝛽 

frame voltage, stator 𝛼 − 𝛽 frame current, stator 𝛼 − 𝛽 frame flux, stator resistance, rotor 

resistance, stator inductance, rotor inductance, mutual inductance, electrical speed, mechanical 

speed, motor inertia, viscous damping coefficient, number of pair poles, and load torque. 
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6.3.2. Back-stepping SVM control design 

This section describes a stationary reference (𝛼 − 𝛽) frame back-stepping control technique 

that is used to regulate the speed of an AEV induction motor. The designed controller comprises 

four control loops - two outer loops and two inner loops - each with its own control law. The outer 

loops are responsible for regulating the speed and rotor flux, respectively. The outputs of these 

two loops, which involve the subtraction of cross multiplication and the summation of direct 

multiplication of the global stator currents and rotor flux, serve as set-points for the two inner 

loops. By selecting an appropriate Lyapunov function, the control law of the overall system can 

be ensured. These findings are a significant contribution to the field of electrical engineering, as 

they demonstrate a practical approach to optimizing the performance of induction motors in AEVs, 

with potential applications in a variety of industries. 

6.3.2.1. Outer loops control 

The control of the speed and rotor flux is included in the outer loops, and as such, the tracking 

errors for these loops are defined as follows: 

𝑒1 = Ω𝑟𝑒𝑓 − Ω                                                                                             (6.13) 

𝑒2 = 𝜙𝑟𝑟𝑒𝑓
2 − 𝜙𝑟

2                                                                                          (6.14) 

Consequently, the dynamic errors' gradients are as follows: 

𝑑𝑒1

𝑑𝑡
=

𝑑Ω𝑟𝑒𝑓

𝑑𝑡
−
𝑑Ω

𝑑𝑡
                                                                                           (6.15) 

𝑑𝑒2

𝑑𝑡
=

𝑑𝜙𝑟𝑟𝑒𝑓
2

𝑑𝑡
−
𝑑𝜙𝑟

2

𝑑𝑡
                                                                                        (6.16) 

Utilizing the magnetic, mechanical, and electromagnetic torque equations, Equations (6.15) 

and (6.16) can be transformed into: 

𝑑𝑒1

𝑑𝑡
=

𝑑Ω𝑟𝑒𝑓

𝑑𝑡
−
1

𝐽
[𝜂(𝜙𝑟α ∙ 𝑖𝑠β − 𝜙𝑟β ∙ 𝑖𝑠α) − 𝑇𝐿 − 𝑓 ∙ Ω]                       (6.17) 

𝑑𝑒2

𝑑𝑡
=

𝑑𝜙𝑟𝑟𝑒𝑓
2

𝑑𝑡
−
2∙𝐿𝑚

𝑇𝑟
(𝜙𝑟α ∙ 𝑖𝑠α + 𝜙𝑟β ∙ 𝑖𝑠β) +

2

𝑇𝑟
𝜙𝑟

2
        (6.18) 
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To guarantee the stability of the outer loops regulating speed and rotor flux, a Lyapunov 

candidate 𝑉𝐵1 is defined as a first positive definite function: 

𝑉𝐵1 =
1

2
𝑒1
2 +

1

2
𝑒2
2            (6.19) 

The derivative of Equation (6.19) with respect to time is: 

𝑑𝑉𝐵1

𝑑𝑡
= 𝑒1

𝑑𝑒1

𝑑𝑡
+ 𝑒2

𝑑𝑒2

𝑑𝑡
           (6.20) 

Substituting Equations (6.17) and (6.18) into Equation (6.20) results in the following: 

𝑑𝑉𝐵1

𝑑𝑡
= 𝑒1 (

𝑑Ω𝑟𝑒𝑓

𝑑𝑡
−
1

𝐽
[𝜂(𝜙𝑟α ∙ 𝑖𝑠β − 𝜙𝑟β ∙ 𝑖𝑠α ) − 𝑇𝐿 − 𝑓 ∙ Ω] + 𝑘1 ∙ 𝑒1) − 𝑘1 ∙ 𝑒1

2 +

𝑒2 (
𝑑𝜙𝑟𝑟𝑒𝑓

2

𝑑𝑡
−
2.𝐿𝑚

𝑇𝑟
(𝜙𝑟α ∙ 𝑖𝑠α + 𝜙𝑟β ∙ 𝑖𝑠β) +

2

𝑇𝑟
𝜙𝑟

2 + 𝑘2 ∙ 𝑒2) − 𝑘2 ∙ 𝑒2
2        (6.21) 

where the constants 𝑘1 and 𝑘2 are closed loop constants with positive values, ensuring the 

convergence of the errors in speed and rotor flux to zero. 

To guarantee the asymptotic stability of the outer loops, the derivative of a positive definite 

Lyapunov function must be semi-negative definite: 

𝑑𝑉𝐵1

𝑑𝑡
= −𝑘1 ∙ 𝑒1

2 − 𝑘2 ∙ 𝑒2
2 < 0           (6.22) 

Equating Equations (6.21) and (6.22) leads to the deduction of the outer loops' outcome as 

follows: 

𝐶1𝑟𝑒𝑓 =
𝐽

𝜂
(
𝑑Ω𝑟𝑒𝑓

𝑑𝑡
+
𝑇𝐿

𝐽
+
𝑓

𝐽
Ω + 𝑘1 ∙ 𝑒1)         (6.23) 

𝐶2𝑟𝑒𝑓 =
𝑇𝑟

2∙𝐿𝑚
(
𝑑𝜙𝑟𝑟𝑒𝑓

2

𝑑𝑡
+

2

𝑇𝑟
𝜙𝑟

2 + 𝑘2 ∙ 𝑒2)        (6.24) 

6.3.2.2. Inner loops control 

The inner loops calculate the control laws 𝑉𝑠𝛼 and 𝑉𝑠𝛽 using the outcome of the outer loops as 

a reference. The tracking errors are defined as follows: 

𝑒3 = 𝐶1𝑟𝑒𝑓 − 𝐶1            (6.25) 
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𝑒4 = 𝐶2𝑟𝑒𝑓 − 𝐶2           (6.26) 

Therefore, the gradients of these dynamic errors are: 

𝑑𝑒3

𝑑𝑡
=

𝑑𝐶1𝑟𝑒𝑓

𝑑𝑡
−
𝑑𝐶1

𝑑𝑡
            (6.27) 

𝑑𝑒4

𝑑𝑡
=

𝑑𝐶1𝑟𝑒𝑓

𝑑𝑡
−
𝑑𝐶2

𝑑𝑡
           (6.28) 

Utilizing the outcome of the outer loops for speed and rotor flux, as well as the electrical and 

magnetic equations, the gradients of the errors for the inner loops are as follows: 

𝑑𝑒3

𝑑𝑡
=

𝑓−𝑘1∙𝐽

𝜂∙𝐽
(𝜂 ∙ 𝐶1 − 𝑓 ∙ 𝜔 − 𝑇𝐿) + (

1

𝑇𝑟
+

𝛾

𝜎∙𝐿𝑠
)𝐶1 + 𝜔 ∙ 𝐶2 +

𝑇𝑚𝑟

𝜎∙𝐿𝑠
𝜔 ∙ 𝜙𝑟

2 +
𝜙𝑟𝛽

𝜎∙𝐿𝑠
𝑉𝑠𝛼 −

𝜙𝑟𝛼

𝜎∙𝐿𝑠
𝑉𝑠𝛽               (6.29) 

𝑑𝑒4

𝑑𝑡
=

2−𝑘2∙𝑇𝑟

𝐿𝑚
(
𝐿𝑚

𝑇𝑟
𝐶2 −

1

𝑇𝑟
𝜙𝑟
2) + (

1

𝑇𝑟
+

𝛾

𝜎∙𝐿𝑠
)𝐶2 − 𝜔 ∙ 𝐶1 −

𝑇𝑚𝑟

𝑇𝑟∙𝜎∙𝐿𝑠
∙ 𝜙𝑟

2 −
𝐿𝑚

𝑇𝑟
(𝑖𝑠𝛼
2 + 𝑖𝑠𝛽

2 ) −

𝜙𝑟𝛼

𝜎∙𝐿𝑠
𝑉𝑠𝛼 −

𝜙𝑟𝛽

𝜎∙𝐿𝑠
𝑉𝑠𝛽             (6.30) 

To ensure the stability of the inner loops, a second positive definite Lyapunov candidate 𝑉𝐵2 

is defined as follows: 

𝑉𝐵2 =
1

2
𝑒3
2 +

1

2
𝑒4
2            (6.31) 

Its derivative is calculated in the following manner: 

𝑑𝑉𝐵2

𝑑𝑡
= 𝑒3

𝑑𝑒3

𝑑𝑡
+ 𝑒4

𝑑𝑒4

𝑑𝑡
           (6.32) 

Using Equations (6.29) and (6.30), Equation (6.32) can be expressed as follows: 

𝑑𝑉𝐵2

𝑑𝑡
= 𝑒3 (

𝑓−𝑘1∙𝐽

𝜂∙𝐽
(𝜂 ∙ 𝐶1 − 𝑓 ∙ 𝜔 − 𝑇𝐿) + (

1

𝑇𝑟
+

𝛾

𝜎∙𝐿𝑠
)𝐶1 + 𝜔 ∙ 𝐶2 +

𝑇𝑚𝑟

𝜎∙𝐿𝑠
𝜔 ∙ 𝜙𝑟

2 +
𝜙𝑟𝛽

𝜎∙𝐿𝑠
𝑉𝑠𝛼 −

𝜙𝑟𝛼

𝜎∙𝐿𝑠
𝑉𝑠𝛽 + 𝑘3 ∙ 𝑒3) + 𝑒4 (

2−𝑘2∙𝑇𝑟

𝐿𝑚
(
𝐿𝑚

𝑇𝑟
𝐶2 −

1

𝑇𝑟
𝜙𝑟
2) + (

1

𝑇𝑟
+

𝛾

𝜎∙𝐿𝑠
)𝐶2 −𝜔 ∙ 𝐶1 −

𝑇𝑚𝑟

𝑇𝑟∙𝜎∙𝐿𝑠
𝜙𝑟
2 −

𝐿𝑚

𝑇𝑟
(𝑖𝑠𝛼
2 + 𝑖𝑠𝛽

2 ) −
𝜙𝑟𝛼

𝜎.𝐿𝑠
𝑉𝑠𝛼 −

𝜙𝑟𝛽

𝜎.𝐿𝑠
𝑉𝑠𝛽 + 𝑘4 ∙ 𝑒4)−𝑘3 ∙ 𝑒3

2−𝑘4 ∙ 𝑒4
2       (6.33) 
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where the constants 𝑘3 and 𝑘4 are positive and utilized to manage the rate of convergence of the 

inner loops. 

In order to ensure the overall stability of the system, both the inner loops and the entire system 

must have asymptotic stability. This is achieved by making sure that the derivative of the second 

candidate Lyapunov function is semi negative definite: 

𝑑𝑉𝐵2

𝑑𝑡
= −𝑘3 ∙ 𝑒3

2 − 𝑘4 ∙ 𝑒4
2 < 0          (6.34) 

The control law is obtained as follows to meet Equation (6.34): 

𝑉𝑠𝛼 =
𝜎∙𝐿𝑠

𝜙𝑟
2 [𝜙𝑟𝛼 (

2−𝑘2∙𝑇𝑟

𝐿𝑚
(
𝐿𝑚

𝑇𝑟
𝐶2 −

1

𝑇𝑟
𝜙𝑟
2) + (

1

𝑇𝑟
+

𝛾

𝜎∙𝐿𝑠
)𝐶2 −𝜔 ∙ 𝐶1 −

𝑇𝑚𝑟

𝑇𝑟∙𝜎∙𝐿𝑠
∙ 𝜙𝑟

2 −

𝐿𝑚

𝑇𝑟
(𝑖𝑠𝛼
2 + 𝑖𝑠𝛽

2 ) + 𝑘4 ∙ 𝑒4) − 𝜙𝑟𝛽 (
𝑓−𝑘1∙𝐽

𝜂∙𝐽
(𝜂 ∙ 𝐶1 − 𝑓 ∙ 𝜔 − 𝑇𝐿) + (

1

𝑇𝑟
+

𝛾

𝜎∙𝐿𝑠
)𝐶1 + 𝜔 ∙ 𝐶2 +

𝑇𝑚𝑟

𝜎∙𝐿𝑠
𝜔 ∙

𝜙𝑟
2 + 𝑘3 ∙ 𝑒3)                 (6.35) 

𝑉𝑠𝛽 =
𝜎∙𝐿𝑠

𝜙𝑟
2 [𝜙𝑟𝛽 (

2−𝑘2∙𝑇𝑟

𝐿𝑚
(
𝐿𝑚

𝑇𝑟
∙ 𝐶2 −

1

𝑇𝑟
∙ 𝜙𝑟

2) + (
1

𝑇𝑟
+

𝛾

𝜎∙𝐿𝑠
)𝐶2 − 𝜔 ∙ 𝐶1 −

𝑇𝑚𝑟

𝑇𝑟∙𝜎∙𝐿𝑠
𝜙𝑟
2 −

𝐿𝑚

𝑇𝑟
(𝑖𝑠𝛼
2 + 𝑖𝑠𝛽

2 ) + 𝑘4 ∙ 𝑒4) + 𝜙𝑟𝛼 (
𝑓−𝑘1∙𝐽

𝜂∙𝐽
(𝜂 ∙ 𝐶1 − 𝑓 ∙ 𝜔 − 𝑇𝐿) + (

1

𝑇𝑟
+

𝛾

𝜎∙𝐿𝑠
)𝐶1 + 𝜔 ∙ 𝐶2 +

𝑇𝑚𝑟

𝜎∙𝐿𝑠
𝜔 ∙

𝜙𝑟
2 + 𝑘3 ∙ 𝑒3)]                (6.36) 

6.3.3. Load torque estimation 

In the previous control loop design, the load torque was considered an unknown variable. 

However, using a torque sensor to measure it directly can be expensive. To address this, a back-

stepping observer is proposed in this section. This observer is used to estimate the applied load 

torque and reduce uncertainty in the system. The applied load torque can be expressed based on 

the mechanical equation of the induction motor as follows: 

𝑇𝐿 = 𝑇𝑒 − 𝑓 ∙ Ω − 𝐽
𝑑Ω

𝑑𝑡
            (6.37) 

The difference between the estimated load torque and the actual load torque is expressed as: 

𝑒5 = 𝑇𝐿 − 𝑇�̂�              (6.38) 
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The rate of change of the estimation error is obtained as: 

𝑑𝑒5

𝑑𝑡
=

𝑑𝑇𝐿

𝑑𝑡
−
𝑑𝑇�̂�

𝑑𝑡
             (6.39) 

If it is assumed that the load torque remains constant except at certain moments, Equation 

(6.39) can be simplified to: 

𝑑𝑒5

𝑑𝑡
= −

𝑑𝑇�̂�

𝑑𝑡
              (6.40) 

To ensure stability in the estimated load torque error, a positive definite Lyapunov function 

𝑉𝐵3 is introduced as follows: 

𝑉𝐵3 =
1

2
𝑒5
2              (6.41) 

We can represent the time derivative of Equation (6.41) as follows: 

𝑑𝑉𝐵3

𝑑𝑡
= 𝑒5 (

𝑑𝑒5

𝑑𝑡
+ 𝑘5 ∙ 𝑒5) − 𝑘5 ∙ 𝑒5

2         (6.42) 

where 𝑘5 is a positive constant. 

To ensure that the system is asymptotically stable, the derivative of the Lyapunov function 

must be negative semi-definite. 

𝑑𝑉𝐵3

𝑑𝑡
= −𝑘5 ∙ 𝑒5

2 < 0            (6.43) 

Thus, the formula for the estimated load torque can be derived as: 

𝑇�̂� = 𝑇𝑒 − 𝑓 ∙ Ω − 𝐽
𝑑Ω

𝑑𝑡
−

1

𝑘5
∙
𝑑𝑇�̂�

𝑑𝑡
          (6.44) 

6.3.4. SVM strategy control 

Space vector modulation has proven to be an effective technique for switching power inverters 

in Alternative Current (AC) drives. Its aim is to minimize current harmonic distortion by selecting 

appropriate switching vectors. This technique has demonstrated its capability to reduce torque and 

flux ripple phenomena, thereby enhancing the efficiency of the control loop. SVM is widely used 

in modern AC drives, and it has become a very important tool in industrial automation and control  
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applications. Its effectiveness in improving drive performance makes it a preferred choice for 

engineers and researchers in the field. 

SVM is a distinct modulation technique compared to the conventional Pulse Width 

Modulation (PWM) method, as it utilizes the space vector representation of the inverter output 

instead of individual modulators for each phase. The reference voltages are generated by space 

voltage vector, which are components of voltage vectors in the complex plane [162]. The basic 

idea behind SVM is to predict the inverter voltage vector by projecting the reference vector 𝑉𝑠_𝑟𝑒𝑓 

onto the adjacent vectors corresponding to two non-zero switching states [163]. The switching 

vectors diagram for a two-level inverter takes the form of a hexagon, which is divided into six 

sectors with an expansion of 60° for each sector as depicted in Figure 6.1. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.1. Diagram of voltage space vector. 

 

The time required for each vector to be applied can be determined through vector calculations, 

while the remaining time interval will be allocated to applying the zero vector. If the reference 

voltage falls under sector 1 (as shown in Figure 6.2), it can be produced by utilizing the vectors 

𝑉1, 𝑉2, and 𝑉0 (which represents zero vector) [164]: 

𝑉𝑠_𝑟𝑒𝑓 =
𝑉1∙𝑇1+𝑉2∙𝑇2+𝑉0∙𝑇0

𝑇𝑧
                       (6.45) 
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where: 

𝑇𝑧 = 𝑇1 + 𝑇2 + 𝑇0                       (6.46) 

 

𝑇1, 𝑇2, and 𝑇0 are the corresponding application times of the voltage vectors 𝑉1, 𝑉2, and 𝑉0, 

respectively, where 𝑇𝑧 is the sampling time. 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.2. Reference vector formed by combining neighboring vectors in sector 1. 

 

To find the durations 𝑇1 and 𝑇2 that correspond to voltage vectors, straightforward projections 

are used: 

𝑇1 =
𝑇𝑧

2𝑉𝑑𝑐
(√6 ∙ 𝑉𝑠𝛽𝑟𝑒𝑓 − √2 ∙ 𝑉𝑠𝛼_𝑟𝑒𝑓)        (6.47) 

𝑇2 = √2 ∙
𝑇𝑧

𝑉𝑑𝑐
∙ 𝑉𝑠𝛼_𝑟𝑒𝑓             (6.48) 

Here, 𝑉𝐷𝐶 is the DC bus voltage. 

The computation of switching times, also known as duty cycles, is represented by the 

following equation [96]: 

𝑇𝑎 =
𝑇𝑧−𝑇1−𝑇2

2
                (6.49) 
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𝑇𝑏 = 𝑇𝑎 + 𝑇1                (6.50) 

𝑇𝑐 = 𝑇𝑏 + 𝑇2                (6.51) 

Table 6.1 gives a summary of the output, which includes switching times for every sector: 

 

Table 6.1. Switching times for each sector. 

Sector 1 2 3 4 5 6 

𝑆1 𝑇𝑏 𝑇𝑎 𝑇𝑎 𝑇𝑐 𝑇𝑏 𝑇𝑐 

𝑆2 𝑇𝑎 𝑇𝑐 𝑇𝑏 𝑇𝑏 𝑇𝑐 𝑇𝑎 

𝑆3 𝑇𝑐 𝑇𝑏 𝑇𝑐 𝑇𝑎 𝑇𝑎 𝑇𝑏 

 

 

Figure 6.3 illustrates the structure of the global back-stepping control method incorporating 

SVM strategy and load torque estimation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.3. Control scheme of IM back-stepping. 
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6.4. Back-stepping SVM and classical DTC comparative Analysis 

This section demonstrates the results obtained from applying the back-stepping control 

algorithm to a 3 𝑘𝑊 squirrel-cage induction motor with three phases. The motor's characteristics 

can be found in the Appendix A.2, and the simulation was carried out using Matlab/Simulink 

software. To showcase the effectiveness of the back-stepping control technique, a comparative 

analysis was performed against the classical DTC method under various operating conditions. The 

initial startup and steady-state performance of the controlled motor with load introduction are 

presented first. Subsequently, the reversal of rotation direction and low-speed operation are shown. 

The figures for the classical DTC method are displayed in the left of the pages, while those for the 

back-stepping SVM technique are shown in the right of the pages. 

6.4.1. Starting up and steady state with load application 

In this portion, we discuss the initial and stable phases of the induction motor using a speed 

step reference of 1000 𝑟𝑝𝑚. Subsequently, at 𝑡 = 0.5 𝑠, a load of 10 𝑁.𝑚 is applied. Figures 6.4 

to 6.9 illustrate the rotor speed, electromagnetic torque, stator phase current, flux components, flux 

magnitude, and flux angle, respectively. 

Figure 6.4 presents a comparison of the speed response. It is evident that both techniques 

achieve satisfactory tracking of the rotor speed reference without overshooting. However, the 

back-stepping SVM technique surpasses classical DTC by exhibiting a faster response in the 

transient phase and effectively compensating for speed errors caused by the applied load torque. 

Moving on to Figure 6.5, it displays the response of the electromagnetic torque. The results indicate 

that both techniques exhibit fast dynamics and good response. However, classical DTC shows high 

torque ripples, while back-stepping demonstrates a lower level of ripple. Next, Figure 6.6 

illustrates the stator phase current. The current waveform displays a good sinusoidal shape. Upon 

closer inspection, it can be observed that the SVM back-stepping technique produces a smoother 

current waveform and reduces harmonics due to the optimal selection of the voltage reference. 

Finally, Figures 6.7 to 6.9 depict the flux components, magnitude, and angle. Both techniques yield 

favorable waveforms for the flux components and fast tracking responses for the flux magnitude. 

However, the back-stepping SVM technique demonstrates lower flux ripples. 
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Figure 6 4. Rotor speed response at starting up and steady states with load application. 

        

      

Figure 6.5. Electromagnetic torque at starting up and steady states with load application. 

 

             

Figure 6.6. Stator current at starting up and steady states with load application. 

 

           

Figure 6.7. Flux components at starting up and steady states with load application. 
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Figure 6.8. Flux magnitude at starting up and steady states with load application. 

 

               

Figure 6.9. Flux angle at starting up and steady states with load application. 

 

6.4.2. Speed reversing with load application 

In this section, we examine the reversal of rotation direction in the induction motor, 

specifically from speeds of 1000 𝑟𝑝𝑚 to −1000 𝑟𝑝𝑚. Following this, at 𝑡 = 0.5 𝑠, a load of 

10 𝑁.𝑚 is introduced. Figures 6.10 to 6.13 depict the rotor speed, electromagnetic torque, stator 

phase current, and flux components, respectively. 

Firstly, Figure 6.10 illustrates the speed response. The results indicate that the back-stepping 

SVM achieves a rapid response when the reference speed is reversed, surpassing the classical DTC 

method. In Figure 6.11, the obtained electromagnetic torque is shown. The classical DTC 

technique exhibits significant torque fluctuations (±2 𝑁.𝑚), whereas the back-stepping SVM 

approach demonstrates reduced torque fluctuations (±0.5 𝑁.𝑚). Moving on to Figure 6.12, the 

stator phase current is displayed with a zoomed-in view. The conventional DTC method exhibits 

a chopped sinusoidal current waveform, indicating a high level of harmonics. In contrast, the back-

stepping SVM method produces a smoother sinusoidal waveform. Finally, Figure 6.13 presents 

the flux components. Both techniques exhibit favorable waveforms, but a closer look reveals lower 

flux fluctuations for the back-stepping SVM technique. 
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Figure 6.10. Rotor speed at speed reversing with load application. 

 

            

Figure 6.11. Electromagnetic torque at speed reversing with load application. 

 

             

Figure 6.12. Stator current at speed reversing with load application. 

 

          

Figure 6.13. Flux components at speed reversing with load application. 
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6.4.3.  Low speed operation 

In this part, we analyze the performance of the induction motor in the low-speed range, 

specifically ranging from 200 𝑟𝑝𝑚 to 400 𝑟𝑝𝑚. Figures 6.14 to 6.17 illustrate the rotor speed, 

electromagnetic torque, stator phase current, and flux components, respectively. 

Figure 6.14 displays the response of the rotor speed. The back-stepping SVM technique 

demonstrates a fast and stable response in the low-speed range, without any overshoot or 

significant fluctuations around the desired speed. In contrast, the classical DTC shows overshoot 

and some oscillations around the reference speed. Additionally, Figure 6.15 also presents the 

electromagnetic torque response for both control algorithms. It is evident that the back-stepping 

SVM exhibits rapid and smooth dynamic response with minimal ripples. Moving on, Figure 6.16 

depicts the stator phase current, which demonstrates a desirable sinusoidal waveform with reduced 

harmonics, thanks to the SVM strategy. Finally, Figure 6.17 illustrates the flux components to 

indicate the speed variation. Both techniques showcase favorable waveforms, but a closer 

examination reveals that the back-stepping SVM technique exhibits lower flux fluctuations. 

 

            

Figure 6.14. Rotor speed at low speed operation. 

 

            

Figure 6.15. Electromagnetic torque at low speed operation. 
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Figure 6.16. Stator current at low speed operation. 

 

          

Figure 6.17. Flux components at low speed operation. 

 

6.4.4. Comparison summary 

Based on the provided comparative analysis, the subsequent table outlines the characteristics 

of the back-stepping SVM control method in comparison to the conventional DTC approach. 

 

Table 6.2. Comparative analysis of classical DTC and back-stepping SVM. 

Criteria Classical DTC Back − stepping SVM 

Speed control accuracy Good Excellent 

Torque ripple High Low 

Dynamic response Moderate Fast 

Robustness to Road Moderate High 

Switching frequency Variable Constant 

Computational complexity Low Moderate 

Implementation difficulty Easy Moderate 
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6.5. Experimental results 

In order to comprehensively analyze the ongoing performance of the autonomous electric 

vehicle, the extracted speed patterns from trajectories 1 and 2 in Chapter 5 are harnessed. These 

speed patterns serve as crucial input for determining the speed profiles of the induction motor (IM) 

and subsequently regulating its velocity. This process relies on considering the vehicle's speed 

alongside the knowledge of the gear ratio and wheel radius. By precisely selecting values for the 

gear ratio (𝑔𝑟 = 1.5) and wheel radius (𝑟𝑤 = 0.2 𝑚), the motor's speed profiles can be precisely 

calculated and visually represented in revolutions per minute (𝑟𝑝𝑚), as illustrated in Figure 6.18. 

 

        

Figure 6.18. Induction motor speed profiles. 

 

The extracted speed profiles play a crucial role in the real-time control of the electric vehicle 

induction motor, facilitated by the dSpace 1104 board. Acting as an intermediary between the 

power electronics converter and the software component (MATLAB/Simulink/Controldesk), 

dSpace enables seamless communication and integration. The successful implementation of the 

real-time control system is depicted in Figure 6.19, providing a visual representation of its 

functionality. it is essentially composed of: 1- supervision desktop with Matlab/Simulink software, 

2- dSPACE 1104 card, 3- squirrel cage IM & DC machine, 4- resistive load, 5- incremental 

encoder, 6- current sensor, 7- power electronics Semikron converter, 8- voltage sensor, and 9- 

digital oscilloscope. For a comprehensive understanding of the experimental setup's components, 

readers can refer to Appendix A.2, which presents detailed information. 
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Figure 6.19. Experimental setup. 

 

In Figures 6.20 to 6.25, a comprehensive representation of the system's performance is 

provided, covering various crucial aspects. These figures illustrate the response of the rotor speed, 

speed error, and electromagnetic torque, as well as the stator phase current, rotor flux components, 

rotor flux magnitude, and estimated load torque. The figures on the left pertain to the first trajectory 

speed profile, while the figures on the right correspond to the second trajectory speed profile. When 

it comes to vehicle navigation, meticulous consideration of the resistive forces that affect its 

motion is of utmost importance. These forces encompass the rolling force, aerodynamic drag force, 

and climbing force (Appendix A.1). Consequently, in order to accurately simulate real-life driving 

scenarios, we carefully select different load torque scenarios while taking into account an electric 

vehicle's speed (𝑣), mass (𝑚), and the inclination angle (𝜑) of an inclined plane. 

The results presented in Figure 6.20 unequivocally reveal a strong alignment between the rotor 

speed and the desired speed patterns across the entirety of the trajectories, demonstrating 

exceptional dynamics. Notably, there is a complete absence of overshooting, and the response time 

is remarkably swift. Furthermore, Figure 6.21 visually demonstrates that the electromagnetic 

torque consistently adheres to its intended reference, adapting to fluctuations in speed. By closely 

examining specific intervals characterized by an increase in the applied load, it becomes strikingly 

apparent that the speed error is virtually negligible. This impressive outcome is accomplished by  
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effectively implementing the recommended back-stepping approach, which promptly and 

efficiently compensates for the speed error induced by the applied load torque. 

Figure 6.22 offers detailed zoomed-in perspectives of the stator phase current, revealing a 

remarkably smooth waveform with negligible levels of harmonic distortion. This observation 

underscores the high quality and stability of the current. Notably, the integration of the SVM 

strategy in conjunction with the back-stepping technique plays a crucial role in effectively and 

substantially reducing the occurrence of chattering, an undesirable phenomenon that can introduce 

noise and disturbances in the system. Figures 6.23 and 6.24 visually represent the distinct 

components and magnitude of the flux. The magnitude demonstrates remarkable responsiveness, 

showcasing rapid reactions, minimal fluctuations, and outstanding monitoring capabilities 

specifically in close proximity to the reference value of 0.8 𝑊𝑏. Moreover, the flux patterns exhibit 

a remarkably smooth and sleek appearance, characterized by exceptionally low levels of harmonic. 

Figure 6.25 visually presents the load torque estimation, effectively highlighting the rapid and 

efficient response of the specifically designed back-stepping observer to variations in the load. The 

estimated load torque demonstrates a remarkable ability to make precise and accurate adjustments, 

exhibiting a notable absence of any discernible fluctuations. Notably, the observed time intervals 

of (14.5s to 24s), (93.5s to 103s), and (118s to 129.5s) for trajectory 1, as well as (18s to 28s), (98s 

to 102s), and (164s to 169.5s) for trajectory 2, are estimated to be directly attributed to an increase 

in the applied load during these specific temporal segments. 

 

 

 

 

 

 

 

 

 

Figure 6.20. Speed response for trajectory 1&2. 
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Figure 6.21. Speed error and electromagnetic torque for trajectory 1&2. 

 

  

 

 

 

 

 

 

 

Figure 6.22. Stator current for trajectory 1&2. 

 

  

 

            

 

 

 

 

 

Figure 6.23. Flux components for trajectory 1&2. 
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Figure 6.24. Flux magnitude for trajectory 1&2. 

 

           

Figure 6.25. Estimated load torque for trajectory 1&2. 

 

The use of the back-stepping SVM technique on the autonomous electric vehicle's induction 

motor has yielded truly remarkable results. With an unwavering commitment to precision, the 

motor flawlessly adheres to the speed profiles generated by the speed planning algorithm, 

effortlessly avoiding any overshoot. Even when confronted with a resistive load, the technique 

exhibits an exceptional level of robustness, seamlessly maintaining its stellar performance across 

varying load conditions. A particular highlight of this technique lies in its ability to produce smooth 

stator current and flux components, which exhibit an impressively low level of harmonic 

distortion. This distinctive attribute not only contributes to the overall excellence of the designed 

technique but also solidifies its position as a true embodiment of high-performance capabilities. 
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6.6. Conclusion  

In conclusion, this study introduces a back-stepping SVM technique for precise speed control 

of an autonomous electric vehicle's induction motor. The primary objective was to develop a robust 

control system capable of accurately following speed profiles obtained from a speed planning 

algorithm. The effectiveness of the back-stepping SVM was thoroughly evaluated through both 

numerical simulations using MATLAB/Simulink and experimental implementation with the 

dSpace 1104 board. 

The simulation results demonstrated that the designed back-stepping SVM technique 

outperformed the classical DTC technique. It exhibited exceptional precision in tracking the 

desired speed references, effectively eliminating any overshoot. Moreover, the technique 

showcased remarkable robustness, maintaining its performance even under varying load 

conditions. 

The experimental results further validated the effectiveness of the back-stepping SVM 

technique in conjunction with the speed planning algorithm. The induction motor successfully 

achieved high-accuracy tracking of the extracted ideal speeds. Notably, the stator current and flux 

components exhibited smooth profiles with minimal harmonic distortion, underscoring the 

superior performance and robustness of the back-stepping SVM technique in autonomous electric 

vehicle speed control. 
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7.1. Conclusion 

This thesis has contributed to the field of autonomous electric vehicles by addressing 

longitudinal and lateral control, speed planning, and electric drive control. This research has paved 

the way for enhancing the efficiency, safety, and maneuverability of autonomous electric vehicles. 

The findings and methodologies presented in this thesis provide valuable insights for researchers 

and practitioners working towards the advancement and implementation of autonomous electric 

vehicles in the future. 

The thesis has been started in the first chapter with a detailed introduction that gives a broad 

view of autonomous electric vehicles. This helpful beginning didn’t only explain the research 

problems but also showed the objectives of the research and how they are important to explore the 

important details of this innovative study. 

In the second chapter, a comprehensive overview of the latest advancements in longitudinal 

and lateral control techniques was presented, with a special focus on speed planning techniques 

specifically designed for autonomous electric vehicles. Additionally, the chapter thoroughly 

examined the various electrical drives commonly utilized in electric vehicles, placing significant 

emphasis on the control techniques implemented in induction motors for traction purposes. This 

comprehensive analysis equips readers with a deep understanding of the cutting-edge 

developments in control strategies and electric propulsion systems within the context of 

autonomous electric fields. 

The third chapter diligently centered its attention on the meticulous mathematical modeling 

of the system under study, encompassing not only the autonomous vehicle but also the voltage 

inverter and electrical motor. By constructing a precise and comprehensive mathematical model, 

this chapter paved the way for the subsequent derivation of suitable control laws that effectively 

govern the behavior of the vehicle. This pivotal step establishes a solid foundation for the 

development of robust and reliable control strategies, ensuring optimal performance and safety in 

autonomous vehicle operations. 

The fourth chapter was dedicated to the meticulous design of a cutting-edge lateral control 

law, leveraging the autonomous vehicle's dynamic model. To achieve superior tracking 

performance along the desired trajectory, the innovative super-twisting control technique was 

employed. This chapter was driven by the objective of enhancing the vehicle maneuverability and 
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stability during lateral movements. The outcome of this endeavor was substantiated through 

rigorous simulation using the renowned Matlab/Simulink software, showcasing the exceptional 

robustness of the designed super-twisting controller in accurately tracking desired trajectories with 

utmost precision and minimal error.  

The fifth chapter delved deeply into the intricacies of designing a comprehensive speed 

planning algorithm, harnessing the power of path geometry and trajectory curvatures. This 

algorithm was meticulously crafted to generate an optimal speed profile for the vehicle, taking into 

account the dynamic variations in velocity during navigation. The primary objective of this 

endeavor was to enhance efficiency and safety in autonomous driving scenarios by precisely 

optimizing the speed profile. The simulation results obtained by seamlessly integrating this 

meticulously designed algorithm with the super-twisting controller exhibited remarkable 

performance in terms of significantly reducing tracking errors and ensuring safe motion that 

prioritizes human comfort.  

Lastly, in chapter six, a careful implementation of a back-stepping approach was introduced. 

This approach was found to be exceptionally effective in controlling the induction motor. It 

allowed the motor to accurately follow the speed profile generated by the speed planning algorithm 

without any errors. This chapter emphasized the importance of precise motor control for the 

autonomous vehicle to perform well and respond quickly. Through hardware experiments using 

the real-time interface connected to the dSpace 1104 signal card, the results clearly showed that 

the back-stepping approach performed outstandingly. It closely followed the desired speed profiles 

with remarkable accuracy, proving its reliability and ability to maintain precise motor control in 

autonomous vehicle applications. 

7.2. Future works 

To ensure the ongoing progress of the research, future efforts can be directed towards exploring 

broader aspects within this field. Some potential areas of focus include: 

- Integration of Perception Systems: Future research can focus on integrating advanced 

perception systems, such as computer vision and sensor fusion techniques, into the 

autonomous electric vehicle framework. This can improve the vehicle's ability to precisely 
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perceive and understand the surrounding environment, leading to enhancement in safety 

and decision making capabilities. 

- Autonomous Vehicle Communication: Investigate communication protocols and 

strategies for enabling efficient and reliable communication between autonomous electric 

vehicles. This can facilitate cooperative behavior, such as platooning and coordinated 

navigation, resulting in improved traffic flow and energy efficiency. 

- Energy Management and Optimization: Explore energy management strategies that 

consider dynamic variables, such as traffic conditions, road topology, and battery health, 

to optimize the energy consumption of autonomous electric vehicles. This can lead to 

improved range, charging efficiency, and overall energy utilization. 

- Human-Machine Interaction: Research can be conducted to develop intuitive and user-

friendly interfaces for human-machine interaction in autonomous electric vehicles. This 

includes designing effective displays, controls, and communication systems that ensure 

passenger comfort, trust, and acceptance of autonomous technology. 

- Real-world Testing and Validation: Conduct extensive field trials and validation 

experiments to evaluate the performance, robustness, and safety of autonomous electric 

vehicles under various real-world scenarios. This includes testing the developed control 

strategies, speed planning algorithms, and motor control techniques in diverse 

environments and road conditions. 

- Regulatory and Legal Framework: Investigate the legal and regulatory challenges 

associated with the deployment of autonomous electric vehicles. This involves addressing 

issues related to liability, privacy, cybersecurity, and the development of standardized 

protocols to ensure safe and ethical operation of these vehicles. 

By exploring these prospective areas, researchers can further contribute to the advancement 

and implementation of autonomous electric vehicles, ultimately paving the way for a more 

sustainable and intelligent transportation system. 
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A.1.   Autonomous vehicle dynamics 

A.1.1.  Autonomous vehicle dynamic model parameters  

The parameters encompassing the autonomous vehicle, crucial for simulating the trajectory 

tracking task, have been meticulously compiled and documented within Table A.1. This 

comprehensive compilation provides valuable insights into the essential characteristics and 

specifications of the vehicle, enabling accurate simulation and effective analysis of its trajectory 

tracking performance. 

 

Table A.1. Autonomous vehicle dynamic model parameters. 

 

 

 

 

 

 

 

 

 

 

 

 

A.1.2.  Autonomous vehicle dynamic forces  

The way a vehicle moves up a slope is influenced by different forces working together. Figure 

A.1 shows the various forces at play during this uphill movement. When the vehicle moves 

forward, it faces a strong force that tries to stop it. This force includes rolling resistance, 

aerodynamic resistance, and gradient resistance. Together, these resistances diligently work to 

decelerate the vehicle's forward momentum, presenting significant challenges for its uphill 

advancement. 

 

Parameters Value 

Vehicle mass 𝑚 = 2000 𝑘𝑔 

Front axle-center of gravity distance 𝐿𝑓 = 1.4 𝑚 

Rear axle-center of gravity distance 𝐿𝑟 = 1.6 m 

Axle plane-center of gravity distance 𝐿𝑧 = 0.35 m 

Moment of inertia 𝐼𝑧 = 4000 𝑘𝑔 ∙ 𝑚2 

Drift stiffness of the front tire 𝐶𝑓 = 12000 𝑁/𝑟𝑎𝑑 

Drift stiffness of the rear tire 𝐶𝑟 = 11000 𝑁/𝑟𝑎𝑑 
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Figure A.1. Forces acting on an uphill vehicle. 

 

The rolling force acting on a vehicle is the force that opposes its motion and is generated due 

to the friction between the tires and the surface on which it is moving. This force is called rolling 

resistance. It arises from the deformation of the tires and the interaction between the tire and the 

road surface. The rolling force acts in the opposite direction to the vehicle's motion and must be 

overcome by the engine or motor to keep the vehicle moving. Factors that affect rolling resistance 

include tire design, tire pressure, road surface conditions, and vehicle weight. The rolling force 

expression is given by the following equation: 

𝐹𝑟𝑜𝑙𝑙 = 𝑚 ∙ 𝑔 ∙ 𝜇 ∙ cos 𝜑                                   (A.1) 

The aerodynamic force acting on a vehicle is the force exerted by the air as the vehicle moves 

through it. When a vehicle is in motion, it encounters resistance from the air, which creates 

aerodynamic drag. This drag force acts in the opposite direction to the vehicle's motion and 

opposes its forward movement. The magnitude of the aerodynamic force depends on various 

factors such as the shape and design of the vehicle, its speed, the density of the air, and the 

aerodynamic properties of its components. The equation that describes the aerodynamic force is 

depicted as follow: 

𝐹𝑎𝑒𝑟𝑜 =
1

2
∙ 𝜌𝑎 ∙ 𝐴𝑎 ∙ 𝑐𝑑 ∙ 𝑣

2                                 (A.2) 

where 𝑐𝑑 is gradient coefficient, 𝜌𝑎 is the density of the air, and 𝐴𝑎 is the frontal vehicle area. 

 

 
𝑭𝒓𝒐𝒍𝒍 

𝑭𝒂𝒆𝒓𝒐 

𝑭𝒂𝒄𝒄 

𝒎 ∙ 𝒈 
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The gradient force, also known as the grade force or slope force, is the force that acts on a 

vehicle when it is moving on an incline or gradient. It is caused by the gravitational pull of the 

earth and the angle of the slope. When a vehicle goes uphill, the gradient force acts in the opposite 

direction to its motion, making it more difficult for the vehicle to move forward. The steeper the 

slope, the greater the gradient force that needs to be overcome by the vehicle's engine or motor to 

maintain or increase its speed. The expression of the gradient force is expressed by the following 

equation: 

𝐹𝑔𝑟𝑎𝑑 = 𝑚 ∙ 𝑔 ∙ sin𝜑                                               (A.3) 

Obviously, all these resistance forces add up to oppose the movement: 

𝐹𝑟𝑒𝑠 = 𝐹𝑟𝑜𝑙𝑙 + 𝐹𝑎𝑒𝑟𝑜 + 𝐹𝑔𝑟𝑎𝑑                                              (A.4) 

 

A.2.   Practical application of induction motor control in real time 

A.2.1.  Experimental setup presentation:  

A specially designed and constructed experimental setup was created to regulate the induction 

motor electrical drive, with the intention of emulating the traction system of an autonomous 

electric vehicle. The real-time control was carried out at the LGEB laboratory in Biskra, utilizing 

the dSpace 1104 board. The comprehensive depiction of the implementation environment for the 

induction motor drive is visually depicted in Figure A.2. It is essentially composed of:  

1- Supervision desktop with Matlab/Simulink software. 

2- dSPACE 1104 control board. 

3- Squirrel cage IM & DC machine. 

4- Resistive load. 

5- Incremental encoder. 

6- Current sensor. 

7- Power electronics Semikron converter. 

8- Voltage sensor. 

9- Digital oscilloscope. 
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Figure A.2. Experimental setup. 

 

A.2.2.  dSpace DS1104 control board 

By integrating the dSpace DS1104 Board into a computer, one can transform it into a rapid 

control prototyping development system. This versatile board is compatible with a wide range of 

PCs, as it can be effortlessly installed into any PC that has an available PCI or PCIe slot. 

The dSpace DS1104 control board is equipped with an MPC8240 processor featuring a PPC 

603e core and on-chip peripherals. It has a 64-bit floating-point processor and operates at a CPU 

clock speed of 250 MHz. The board offers 32 MB of SDRAM as global memory and 8MB of flash 

memory. It includes various timers, including four general-purpose timers with 32-bit down 

counters and 80-ns resolution, a sampling rate timer with 32-bit down counter and 40-ns resolution, 

and a time base counter with 64-bit up counter and 40-ns resolution. The board also features an 

interrupt controller with multiple interrupt options. It provides analog-to-digital conversion with 

multiplexed channels and parallel channels, offering 16-bit and 12-bit resolution, respectively. The 

board supports eight channels of digital-to-analog conversion with 16-bit resolution. It also 

includes 20-bit parallel I/O for digital input and output operations. It includes a digital incremental 

encoder interface with two independent channels, supporting single-ended (TTL) or differential 

(RS422) inputs. In terms of the serial interface, it features a single UART with FIFO, supporting 

accurate baud rate selection through a PLL-driven UART. The board is compatible with RS232,  
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RS422, and RS485 communication. The slave DSP on the board is a Texas Instruments 

TMS320F240 with a clock rate of 20 MHz. The dSpace DS1104 board is shown in Figure A.3. 

 

Figure A.3. dSpace DS1104 control board. 

 

To establish a seamless connection between the dSPACE board and the power converter, an 

interface board is employed to meticulously fine-tune the control signal levels. During each 

sampling period, the highly capable dS1104 board effortlessly captures input signals from an array 

of sensors, encompassing currents and voltages from ADC ports, as well as speed data from the 

encoder via INC ports. Leveraging this information, the dS1104 board promptly generates the 

essential digital control signals. Facilitated by a MATLAB/Simulink program with a real-time 

interface (RTI), these control signals are precisely derived, granting convenient accessibility to the 

dS1104 board's I/O ports through Simulink's extensive library. 

A.1.3.  Induction motor characteristics  

The parameters of the three-phase induction motor used in both simulation and real-time 

implementation were meticulously obtained through experimental identification employing well-

established conventional methods. To provide a comprehensive understanding, the nameplate of 

the motor is visually depicted in Figure A.4, showcasing vital information. Additionally, for ease 

of reference and precise comprehension, the corresponding parameters are meticulously tabulated 

in SI units within Table A.2. This meticulous documentation ensures accurate representation and  
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facilitates effective analysis and implementation of the motor system. 

 

 

Figure A.4. Induction motor nameplate. 

 

Table A.2. Induction motor parameters. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Parameters Value 

Power 𝑃 = 3 𝑘𝑊 

Frequency 𝐹 = 50 𝐻𝑧 

Stator resistance 𝑅𝑠 = 1.8 Ω 

Rotor resistance 𝑅𝑟 = 2.45 Ω 

Stator inductance 𝐿𝑠 = 0.268 𝐻 

Rotor inductance 𝐿𝑟 = 0.268 𝐻 

Mutual inductance 𝐿𝑚 = 0.257 𝐻 

Friction coefficient 𝑓 = 0.00014 𝑁.𝑚. 𝑠/𝑟𝑎𝑑 

Total inertia 𝐽 = 0.02 𝑘𝑔.𝑚2 

Pole pairs 𝑝 = 2 
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