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Nomenclature

NOMENCLATURE

Abbreviations

HAWT Horizontal-Axis Wind Turbine
VAWTs Vertical-Axis Wind Turbines
SCIG Squirrel Cage Induction Generators
DFIG Doubly-Fed Induction Generators
MPPT Maximum Power Point Tracking
PWM Pulse Width Modulation
PID Proportional-Integral-Derivative
BSC Backstepping Control
MPC Model Predictive Control
FS-MPCC Finite-Set Model Predictive Current Control
LQR Linear Quadratic Regulator
MRAC Model Reference Adaptive Control
FLC Fuzzy Logic Controllers
ANNs Artificial Neural Networks
WECS Wind Energy Conversion System
WT Wind Turbine
DC Direct Current
FOC Filed Oriented Control
DTC Direct Torque Control
SMC Sliding mode control
THD Current Total Harmonic Distortion
TB Tolerance Band
EKF Extended Kalman Filter
DSVC Direct stator voltage control
RSC rotor-side converter
MRAS Model Reference Adaptive System
Symbols ‘ Unit ‘
p The density of air Kg/m?
Pyind Wind kinetic power w
S The circular area swept by the turbine m’
v Wind speed m/s
Cp The power coefficient Constant
QO Wind turbine rotor speed Rad/second
Cr, 2, Cs, Cy, . . .
The coefficients of wind turbine Constant
Cs and Cs
B Pitch angle degree
A Tip-speed ratio Constant
T, The electromagnetic torque N.m
Ty The generator torque N.m
T; The turbine torque N.m
0, The turbine rotational speed Rad/second
Qg The rotational speed of the generator Rad/second




Nomenclature

G The gain of the multiplier Constant
J The total inertia referred to the generator shaft Kg.m’
f The total friction coefficient of the mechanical coupling Constant
Vsabc Stator voltage V
Viabe Rotor voltage V
Lsapc Stator current A
Lrapc Rotor current A
R, Stator resistance Q
R, Rotor resistance Q
Lg Stator inductance H
L, Rotor inductance H
M Mutual inductance between stator and rotor H
p The number of pair poles Constant
Lsabc Stator currents of the three-phase system A
Lrapc Rotor currents of the three-phase system A
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General introduction

GENERAL INTRODUCTION

The increasing global demand for energy, coupled with the urgent need to transition away from
fossil fuels due to environmental concerns, has driven significant research into renewable energy
sources. Among these, wind energy has emerged as one of the most promising alternatives, offering
a clean, sustainable, and inexhaustible power source. Wind energy conversion is primarily achieved
through wind turbines, which convert the kinetic energy of the wind into electrical power via
electromechanical generators. Over the years, technological advancements have significantly
improved the efficiency and feasibility of wind energy systems, making them a key component of
the global strategy to reduce carbon emissions and mitigate climate change.

Among the various types of generators used in wind energy conversion systems, the Doubly-
Fed Induction Generator (DFIG) has gained significant attention due to its flexibility and efficiency
in variable-speed wind applications. DFIG-based systems are widely deployed in both onshore and
offshore wind farms, as they enable efficient control of active and reactive power. Their ability to
operate over a wide range of wind speeds while maintaining stable power output makes them a
preferred choice for modern wind energy installations. However, achieving optimal performance
in DFIG-based systems requires advanced control strategies that ensure stable and reliable
operation under varying wind conditions.

Precise control of both electrical and mechanical components is essential in wind energy
systems to maximize energy conversion efficiency. In this regard, rotor and stator currents are key
parameters in control applications, as they directly influence the system’s power regulation. These
currents are typically monitored using current sensors. However, sensor failures are a common
issue that can significantly affect system reliability, leading to performance degradation or even
complete system failure. Therefore, developing robust methods for detecting and compensating for
sensor faults is crucial to maintaining the efficiency and continuous operation of DFIG-based wind
energy systems.

This thesis addresses these challenges by exploring modeling and control strategies for DFIG-
based systems, with a particular focus on advanced control techniques and fault detection and

compensation methods.
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General introduction

Chapter I provides a comprehensive introduction to wind energy, outlining its historical
development, the classification of wind turbines, and the various types of wind energy systems,
including their applications and benefits.

Chapter II delves into the modeling of wind energy systems, with particular emphasis on wind
turbine modeling and the implementation of Maximum Power Point Tracking (MPPT) technique.
Where this technique is a critical strategy for maximizing energy extraction. This chapter ends with
modeling of DFIG in abc and dg to reference system.

Chapter III explores advanced control strategies for DFIG-based wind energy systems, focusing
on the regulation of active and reactive power at the stator. This chapter provides an in-depth
analysis of nonlinear and optimal control techniques, including Backstepping Control (BSC) and
Linear Quadratic Regulator (LQR), as well as their integration to leverage the advantages of both
approaches. Implementing these advanced control strategies ensures optimal system performance
despite variations in wind speed.

Chapter IV shifts the focus to fault detection and mitigation, particularly addressing current
sensor faults through the implementation of the Extended Kalman Filter (EKF) observation. Where
this observation is applied to estimate rotor and stator currents when sensor failures occur with
localization of the faulty sensor, ensuring continuous system operation.

Chapter V investigates the integration of Finite Set Predictive Current Control (FSPCC) with
the Model Reference Adaptive System (MRAS) to eliminate the need for a speed sensor. By
removing the speed sensor, operational costs are reduced while maintaining high control accuracy.

By addressing the aforementioned issues, this dissertation contributes to the enhancement of
DFIG-based wind energy systems. The research offers valuable insights into improving system
reliability, optimizing energy conversion, and reducing operational costs. The integration of
advanced control strategies and fault detection techniques aims to ensure the continuous and
efficient operation of wind energy systems, even in the presence of sensor faults or failures. The
results of this work can pave the way for more cost-effective, reliable, and robust solutions in wind

energy applications.
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1.1 Introduction

Wind energy is a key renewable energy source that has gained significant attention due to its
sustainability and environmental benefits. It originates from atmospheric movements caused by
solar radiation, temperature variations, and the Earth’s rotation. Over time, wind energy has
evolved from traditional mechanical applications to advanced electricity generation systems,
making it an essential component of modern energy strategies.
Algeria possesses considerable wind energy potential, particularly in coastal and desert regions
where wind conditions are favorable. The country’s efforts to integrate wind power into its
energy mix are driven by the need for diversification and sustainability. Understanding the
characteristics of wind in Algeria is crucial for identifying optimal locations and maximizing
energy production efficiency.

Wind turbines, the primary technology for harnessing wind energy, come in various types,
including vertical-axis and horizontal-axis designs, each with distinct operational characteristics.
Additionally, wind turbines can be classified based on their speed regulation, distinguishing
between fixed-speed and variable-speed systems. Their installation can be either onshore or
offshore, depending on environmental and technical considerations.
Beyond their structural classification, wind turbines serve different applications, including
standalone systems, grid-connected configurations, and hybrid systems that integrate multiple
energy sources. A critical aspect of wind energy conversion is the electromechanical process,
where mechanical energy from the wind is transformed into electrical power. Among the various
generator technologies, the Doubly Fed Induction Generator (DFIG) is widely used due to its
efficiency and operational flexibility.

This chapter provides an overview of wind energy, covering its origins, historical
development, and technological advancements. It also examines the classification, installation,
and operation of wind turbines, as well as the electromechanical conversion process. Particular
emphasis is placed on the Doubly Fed Induction Generator (DFIG), which is widely adopted in
modern wind energy systems due to its ability to operate efficiently under varying wind
conditions. The DFIG’s bidirectional power flow capability, improved energy capture, and
reduced converter size make it a preferred choice for large-scale wind farms. These aspects lay
the foundation for a deeper understanding of wind energy systems and their role in modern power

generation.
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1.2 Origin of wind and its impact

Winds are a natural phenomenon that constitutes an integral part of the Earth’s balance and a
process interrelated with several factors in their formation. A more precise definition says that
winds are movements or transfers of masses of air from one site to another caused by differences
in temperature and atmospheric pressure. This fundamental unevenness lies at the root of the
temperature contrasts between polar, tropical, desert, and other areas. Winds can be converted to
vast amounts of energy by wind turbines, with electricity being generated very productively.
Understanding the origin of winds indicates that this natural phenomenon is a sustainable source
of clean energy, investment in it is essential within the context of sustainable energy and

sustainable development [1- 4].

1.3 Developmental history of wind energy

The idea of wind energy has its roots in the past thousands of years. In the Middle Ages,
human beings adapted to the use of wind to power sailboats by harnessing the movements of
winds that push the ship.

This use of wind energy by people at that time using windmills to grind grain and pump water
was widespread. Technological advancement led to the exploitation of wind energy in line with
development into our modern-day world when electricity generation became the forefront aspect
of development. In 1888, the first electric power generating wind turbine was built by the
American scientist Charles F. Brush. After that, in 1891, the world’s first ever wind power station
materialized in Denmark. Following that, numerous revolutionary improvements have been made
in the field of wind energy. The advancement of technology has facilitated better efficiency and
modern designs in the devices used for wind energy. In recent centuries, there has been growing
global interest in expanding wind energy as a sustainable and clean energy source. Wind energy
plays a vital role in today’s electricity generation in many countries and is regarded as one of the

most essential and valuable renewable energy sources [5-8].

1.4 Characteristics of winds in Algeria

Establishing a wind farm in an area is critical in determining what quantum of wind energy the
area receives. The first and most important is to estimate the availability of wind resources for a
region under study, which technically involves preparing a wind atlas or, in other words, wind

energy mapping.




Chapter | Overview Of Wind Energy Systems

The work conducted by S. Boudia in his doctoral thesis in 2013 represents the latest effort in
creating a wind atlas in Algeria. As outlined in figure 1.1, the average annual wind speed in
Algeria at a height of 10 meters above ground level was recorded at more than 20 stations

distributed across the Algerian borders from the year 2000 to 2010 [10].
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Figure I.1 Algeria ventilation map at 10m altitude (m/s) [10, 11].
Local climatic variations are evident in coastal regions like Oran, Bejaia, Annaba, and other
northern areas, where wind speeds tend to be low. In contrast, the high plateaus experience
average wind speeds ranging between 2.8 and 5 m/s. Furthermore, the most elevated wind speeds

are typically observed in the southern remote areas, particularly in Adrar province, where speeds

surpass 6 m/s [10].

1.4.1 Development of wind energy in Algeria

Since the first oil crisis in the late 1980s, Algeria has been investing large amounts in the
research and development of wind power stations. This policy course gave a substantial growth in
the use of wind in electricity generation. Scientific progress has made wind power stations more
effective and reliable. Electricity production through wind energy in Algeria has enhanced by up
to 10 megawatts in Adrar. A station had been provided with 12 turbines in 2014. The country has
also developed two-phase plans to build wind projects. The first phase is expected between 2015
and 2020, in which 1000 megawatts of electricity is to be produced. Phase two is the period
between 2020 to 2030 for producing electricity to a capacity of 5000 megawatts. This program
including all stations hooked up to the electric grid [12-16].

——
vl
| S—



Chapter | Overview Of Wind Energy Systems

I.5 The different types of wind turbines

Wind turbines are classified according to the geometric arrangement of the shaft on which the
rotor is installed. There are primarily two major families: those with a vertical axis and those with

a horizontal axis.

1.5.1 Vertical axis wind turbine

Vertical axis Wind turbines rotate around a vertically oriented axis, as implied by their name.
These turbines can extract energy from low-speed winds and, therefore can perform well even in
low wind conditions. Their design allows for the use of less land area compared to horizontal axis
turbines. They can also work efficiently in any wind direction, thus contributing to a high degree
of versatility upon implementation. Their electricity production is, however deficient compared to

the horizontal axis ones [17-19].
[.5.1.1 Darrieus-type vertical axis wind turbine

The Darrieus wind turbine, as shown in Figure 1.2, is a vertical axis wind turbine where the
central rotor shaft is placed transverse to the wind flow and the blades are disposed vertically.
This design of turbine can be implemented in high winded areas without much noise and sound
pollution, unlike other types of turbines. However, a major drawback to the Darrieus turbine is
that it requires a significant wind force to initiate rotation, and therefore, energy production [20-

22].

Figure 1.2 Vertical Axis Wind Turbine Darrieus-Type [18].
1.5.1.2 Savonius-Type Vertical Axis Wind Turbine

Similar to the previous one, Figure 1.3 shows second type of wind turbine which is named

after its inventor, S.J. Savonius. The configuration and the shape of the blades are formed by
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half-cylinders attached to a central axis. This type of wind turbine uses the principle of the drag
force of wind. In this case, there are a few fundamental shortcomings: modest performance, low
efficiency, and relatively low rotation speed. But on the positive side, concerning the previous

variant, this one allows for an automatic start to rotate [20, 22].

Figure 1.3 Vertical Axis Wind Turbine Savonius -Type [18].
1.5.1.3 Advantages

Vertical Axis Wind Turbines (VAWTs) offer several advantages, including [23-27]:
* VAWTs can easily adapt to changing wind directions as they operate independently of
wind orientation;
* Their simple design facilitates easier maintenance and operation;
* They often feature a compact structure, making them suitable for installation in densely
populated areas;

* Certain designs incorporate self-starting capabilities due to their aerodynamic properties.

1.5.1.4 Inconvenient

Disadvantages of Vertical Axis Wind Turbines (VAWT) [23-27]:

* At moderate to high wind speeds, VAWTs are generally less efficient compared to
Horizontal Axis Wind Turbines (HAWTs) due to aerodynamic limitations;

* VAWTs tend to experience higher levels of vibration and mechanical stress compared to
HAWTs, which can lead to increased noise, especially in fluctuating wind conditions;

* They can be sensitive to environmental conditions such as turbulence (wind
disturbances), affecting their performance;

* VAWTs can be more expensive to produce than horizontal axis turbines;
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* They need more area to produce the same amount of energy than some horizontal axis
turbines;
» The placement of the energy sensor near the ground exposes it to turbulence and

gradient.

1.5.2 Horizontal Axis Wind Turbines

Horizontal axis wind turbines are the most common and widely used type compared to
vertical-axis turbines. This is a type whereby the turbine has numerous blades as shown in Figure
[.4 (Single blade, two-blade, three blade, Multi blade), and it is to a horizontal rotation axis of the
turbine. Fans are fitted at the tower’s top and swivel along a fixed horizontal axis. Horizontal axis
turbine efficiency depends on the speed and height of the wind, the blades design, and energy
transmission efficiency. Usually, these types have a large fan used to capture the wind and then

convert it into mechanical energy [16,18, 26, 28, 29, 30].

IEN

Single blade sail Two-blade sail Three blade sail Multi blade sail

Figure 1.4 Horizontal Axis Wind Turbine [31].
1.5.2.1 Low-speed wind turbines

The configuration of low-speed wind turbines involves a notable feature of having a number
of blades ranging from 20 to 40, which is a drastic change compared to the fast-running version.
Because this type of turbine is high in blade number, it usually limits its diameter to around 8
meters. These turbines will be on a scale where the power coefficient increases speedily with
speed, but then it also falls off speedily. A turbine of such a type is most suitable for low wind
speeds. These turbines start working at wind speeds ranging from 2 to 3 meters per second and
exhibit high starting torque. However, the turbines remain less efficient as compared to the high-
speed wind turbines, and their main field of application lies in various applications, such as water

pumping [32-35].
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1.5.2.2 High-speed wind turbines

High-speed wind turbines typically have a small number of blades, usually between two and
four, which makes them widely used for electricity generation due to their high efficiency and
lightweight design compared to slow-speed turbines of similar power. However, they face
challenges such as higher cut-in wind speeds, making start-up more difficult. These turbines
rotate at significantly higher speeds than their slow-speed counterparts, with rotational speed
increasing as the number of blades decreases.

It is well known that wind turbine sizes vary depending on their capacity and intended
application. Due to the intermittent and variable nature of wind as an energy resource, there is a
growing preference for larger turbines to maximize energy capture and improve efficiency [32-

35].

1.5.2.3 Advantages

Some of the key advantages of Horizontal Axis Wind Turbines (HAWTs) include [6, 24, 25,
36, 37]:

* Horizontal Axis Wind Turbines (HAWT) are, as a general rule, more efficient in
converting wind power into electrical power than vertical axes;

* HAWTs perform efficiently under variable wind speeds while maintaining relatively
stable performance characteristics;

* HAWTs can also easily integrate with the modern electrical grid to generate electricity
in places with infrastructure;

* HAWTs are much more suitable for large-scale energy production within wind farms
and offshore;

* This tower captures wind at higher altitudes, hence it is stronger and more consistent in

power availability at all times.

1.5.2.4 Inconvenient

Some of the key disadvantages of Horizontal Axis Wind Turbines (HAWTSs) include [6, 24,
25, 36, 37]:

* It’s very expensive to build;
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* The equipment is located so high in the tower that access becomes impractical in case of
problems;

* HAWTs may produce significant visual and noise effects in local communities due to
the heights of towers and the size of blades;

* They might have an impact on wildlife, especially in areas with migratory birds or high
biodiversity;

* Some horizontal axis turbines may face bending issues due to dynamic forces, requiring
additional maintenance;

* HAWTs may rely more on wind speed for energy generation, making them less effective
at low wind speeds;

* Installation of HAWTs requires a large footprint, especially in connection with large-
scale projects.

* HAWTs often rely on a gearbox to match the low rotational speed of the blades with the
higher rotational speed required by the generator. These gearboxes are subject to high
mechanical stress and wear, leading to frequent maintenance, potential failures, and
increased downtime. This not only raises operational costs but also complicates

maintenance due to the elevated location of the nacelle.

1.6 Main components of a wind turbine

Figure 1.5 describe the wind turbines are composed of numerous components, including the
tower, the generator, as well as the nacelle, the rotor, and the blades ... etc. Which are considered

essential parts of wind turbines.

10
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Figure 1.5 Wind turbine components [40]

A. The tower: one of the main components of a wind power system is the tower, which
holds up the floating surface or nacelle and the rotor. The height of towers varies from 50
to 90 meters, having a conical trunk. It is usually designed vertically with materials such
as aluminum or stainless steel, these are very resistant to wear and tear under
environmental conditions and operational stress. The tower is rigidly fixed into a ground
foundation, which can be guaranteed stability and shielded from the adverse effects of
wind forces [38, 39, 40].

B. The generator: is considered the fundamental element in the process of converting
mechanical energy into electrical energy. This generator can be either synchronous or
asynchronous (non-synchronous) [38, 39, 40].

C. The nacelle: Comprises all mechanical and electrical components aimed at converting

wind energy into electrical power, and it ensures communication between the wind
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turbine blades and the electric generator. The nacelle includes several elements such as
the gearbox, sensors, generator, etc [40, 41, 42].

D. The gearbox: is a system comprising a series of gears that transmit mechanical energy,
allowing the adjustment of the generator’s rotation speed. The gearbox is typically
employed as a means to match the rotational speed between the turbine and the generator
in a wind power generation system [40, 41, 42].

E. The rotor: It is the rotating part of the wind turbine. It consists of the blades and is
connected to the nacelle through the turbine’s axis. The power of the wind turbine is
directly proportional to the square of the rotor diameter [41, 42].

F. The blades: It is a specific number of blades designed to capture wind energy and transfer

it to the rotor [41, 42].

1.7 Types of installations

Wind energy is tapped by planting wind turbines in two main places, which include offshore

and onshore.
1.7.1 Offshore wind turbines

This is a category whereby wind turbines are grown on the seabed or on floating platforms
(Figure 1.6) to tap wind energy across vast water expanses. In these locations, wind speeds are
typically higher and more stable compared to onshore sites, enhancing energy production
efficiency. Although these systems require higher initial investments for installation and

maintenance, the benefits of generating greater energy output offset these costs [43-45].

12
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Figure 1.6 Offshore wind turbines [46].

1.7.2 Onshore wind turbines

Onshore wind turbines are installed on land (Figure 1.7) to exploit wind energy. These systems
have relatively lower initial and operational costs than the offshore turbines, and onshore turbines
are primarily considered for harnessing wind energy. On the other hand, such turbines experience
potential environmental effects because they can be placed in areas with different terrains,

including human impacts, such as buildings and trees [43-45].
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1.8 Classification of wind turbines

There are fundamentally two technologies for wind turbines: fixed-speed and variable-speed.

The following section broadly describes how these technologies operate:

1.8.1 Fixed-speed wind turbines

The concept behind "Fixed-Speed Operation" in generating wind energy is a generator
generally based on a Squirrel cage induction generator directly coupled to the grid without a
power converter (Figure 1.8). The mechanical speed of the generator is fixed according to the
electrical grid frequency and/or the number of pole pairs of the generator. To ensure operation
near synchronism, it is essential to have a guidance system for the wind turbine blades.
Additionally, a speed multiplier is employed to adjust the turbine speed so that it aligns with the

generator’s speed. The figure below illustrates the method of connection to the grid [18, 48-50].

Wind §
G
% R AC 50 Hz ¢
I
D
Squirrel cage induction generator
|7 a4
O
+ SCIG
[0)
Gearbox &
Turbine
Figure 1.8 Fixed-speed wind turbines [48].
1.8.1.1 Advantages

The main advantages of this operating mode are [49,51-53]:
e Simple structure;
e Absence of power converters;
o (Cost-effective due to the absence of converters;

e No need for electronic systems, making it more reliable and requiring less maintenance.

1.8.1.2 Inconvenient

This strategy poses several challenges in the exploitation of the extracted energy [49,51-53]:

14
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e Suboptimal extracted power, missing theoretical peaks;
e Very low efficiency for moderate and low winds;

e Necessity for periodic gearbox maintenance;

e Loss of control over reactive power;

e Uncontrolled magnetization of the generator;

e Inability to control the output power generation.

1.8.2 Variable-speed wind turbines

Given the issues caused by fixed-speed operation (orientation systems, periodic maintenance,
poor efficiency, etc.), efforts have been made to optimize the extraction of power from the kinetic
energy of the wind. To achieve this, it is necessary to continuously adjust the generator speed to
the wind speed (Figure 1.9). This optimization of the desired production can be carried out
through controls on the turbine and on the electro technical part (the electric generator itself

and/or control parameters of the power electronics converter) [39, 50, 53-55].

Wind
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Control

Figure 1.9 Variable-speed wind turbines [55].

The static converter’s mission is to decouple the frequency of the electrical distribution
network from the rotational speed of the generator. It acts as an electronic interface for regulating

the frequency and amplitude of various types.

1.8.2.1 Advantages

Variable-speed wind turbines provide several advantages that set them apart as a superior
option compared to other types, such as [39, 49, 52]:

e Optimization of captured energy through the ability to control the rotor speed;

15
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Control of power transfer and clean energy sent to the grid;

Reduction of mechanical constraints experienced by the powertrain. Turbulences and
wind gusts can be absorbed. The absorbed wind energy is stored in the mechanical inertia
of the turbine, thereby reducing torque oscillations;

Generation of higher-quality electrical power;

This type of machines offers a larger time constant for the pitch angle control system,
reducing its complexity;

Reduction of acoustic noise.

1.8.2.2 Inconvenient

Despite their many advantages, variable-speed wind turbines come with certain challenges that

can impact their efficiency and operational costs [39, 49, 52]:

Utilization of specialized machines;

Higher additional costs (converter, control, etc.);

Complexity of the power converters used;

Management of power transfer between converters and optimal power point tracking of

the wind turbine.

1.9 Applications of wind turbines

A wind energy system can be utilized in three distinct applications:

1.9.1 Standalone systems

Standalone wind turbine serves as a crucial resource for supplying power to remote locations,

such as islands, fields requiring water pumping, and installations like sailboats, lighthouses.

These isolated systems often rely on energy storage solutions, typically employing batteries.

Effective management of these batteries is facilitated by charge controllers, essential for

safeguarding against potential damage from overcharging or deep discharging, thereby

optimizing the longevity and reliability of the battery systems the Figure below represent a

standalone system based on wind turbine [54, 56-58].
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Figure I.10 A standalone system based on wind turbine [59].
1.9.2 Grid-connected systems

Grid-connected systems operate without the need for energy storage, as all generated power is
directly supplied to the electrical grid. In the context of wind energy systems linked to the grid
(Figure 1.11), a static converter is essential for converting the variable output of wind turbines
into stable electrical signals suitable for grid integration. This converter plays a critical role in

ensuring the reliability and compatibility of wind generated electricity with grid infrastructure
[54, 56-58].
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Figure I.11 A grid-connected systems based on wind turbine [60].

1.9.3 Hybrid systems

Wind turbines can be utilized in hybrid systems that integrate multiple energy sources, such as
wind turbines, diesel generators, and photovoltaic units, where the Figure 1.12 represent the
hybrid system based on different power sources. To enhance overall energy reliability and
efficiency. This combination introduces complexity, necessitating optimal management of each
energy source to maximize output. Effective control of all sources is crucial to ensure efficient
energy delivery. Hybrid systems are typically deployed in small-scale applications serving
diverse user needs and also include converters to accommodate AC loads, facilitating seamless
integration into various electrical environments [57, 58, 61-63].

These systems adhere to a basic configuration: they require a power control unit and, in some

cases, an energy storage unit.
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Figure 1.12 A hybrid systems based on wind turbine [63].

1.10 Advantages and Inconvenient of wind energy

Wind energy is one of the most prominent renewable sources of power, offering numerous
benefits and challenges that impact its widespread adoption. In this section, we will explore the
key advantages and disadvantages associated with this renewable energy source:

1.10.1 Advantages
Among the main advantages offered by wind energy [6, 23, 57, 58, 64, 65]:

* Wind energy is a natural, renewable, and sustainable resource, ensuring its availability
without the risk of depletion, unlike fossil fuels;

« It is a clean and environmentally friendly energy source, producing no harmful
emissions or radioactive waste, making it a safer alternative to nuclear energy;

* Wind energy utilization can be intermittent due to the ease of wind turbine shutdown

using controls (pitch control);
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Its utilization does not generate direct emissions of carbon dioxide (CO:z) or pollutants
responsible for acid rain, such as sulfur dioxide (SO:) and nitrogen oxides (NOXx),
thereby reducing air pollution;

It is a cost-effective option in remote areas with high wind speeds, offering profitable
investment opportunities and stimulating economic growth, particularly in rural regions;
Wind energy is locally sourced, minimizing transmission losses and enhancing energy
independence for nations and communities;

Among renewable energy sources, wind power is one of the most cost-effective, with
relatively low installation and operational costs, facilitating its integration into existing
electrical grids;

It creates more jobs per unit of electricity produced compared to traditional energy
sources, contributing to economic and social development, especially in developing
countries;

Wind farms can be easily dismantled without leaving lasting environmental impacts,

ensuring the preservation of natural resources;
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1.10.2 Inconvenient

Despite its advantages, wind energy also faces several challenges [6, 23, 57, 58, 64, 66, 67]:

* The noise generated by the rotation of wind turbine blades is one of the most significant
issues causing disturbances, leading to public complaints, particularly in densely
populated residential areas;

* The visual impact of wind turbines is a significant factor that can influence public
acceptance of wind energy projects;

* Electromagnetic interference from the components of a wind turbine should be managed
appropriately;

* The tall towers supporting wind turbines may affect wildlife and surrounding
ecosystems;

* Wind farms impact agricultural areas by occupying large land spaces, potentially
reducing the available area for farming and affecting crop production, especially if
turbine locations are not carefully planned;

» Some studies indicate that birds tend to avoid wind turbines, and placing wind farms
along migration routes may increase the risk of collisions, necessitating careful site

selection;

1.11 The electromechanical conversion

Electrical machines play a crucial role in harnessing mechanical energy generated by wind
movement and converting it into electrical energy, primarily using synchronous and
asynchronous machines. These machines differ in their operating principles and characteristics,
which significantly impact their performance in wind power generation systems. The
configuration of the electrical machine greatly affects its performance, determining whether the
system operates at a fixed or variable speed, thereby influencing energy conversion efficiency

and grid compatibility. The main characteristics of each type are as follows [56, 68, 69]:
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I.11.1 Synchronous generator

In traditional electricity generation processes, these machines are commonly used, especially
in large power stations such as thermal, hydraulic, or nuclear plants. Synchronous generators
used in wind power generation are costlier than induction generators of the same capacity. When
directly connected to the grid, their speed remains constant and synchronized with the grid
frequency, leading to torque fluctuations transmitted through the power chain to the electrical
energy produced. Therefore, synchronous generators are not typically used in directly grid-
connected wind turbines, instead they are employed via power converters that separate the grid
frequency from the machine’s rotational speed. This separation allows for adjusting the rotational
speed to achieve maximum aerodynamic efficiency and reduce torque fluctuations in the power
chain. Some types of synchronous generators can operate at low rotational speeds, reducing the

need for speed multipliers and lowering maintenance requirements [70-73].

1.11.2 Induction generator

Induction machines are commonly used in directly grid connected wind turbines due to their
robust construction, low cost, and ease of integration. Their ability to operate at a fixed speed is
attributed to the slip between the stator flux and rotor speed, which simplifies synchronization
with the electrical grid. In the 1990s, Danish engineers introduced a two speed configuration
utilizing an additional electrical machine, significantly improving wind turbine efficiency under
varying wind conditions. The evolution of power electronics has enabled variable-speed
operation by decoupling the generator’s rotational speed from the grid frequency. This
advancement not only enhances aerodynamic efficiency but also reduces torque ripple within the
drivetrain. Additionally, the use of converters addresses common drawbacks of induction

machines, such as reactive power consumption. [72, 74, 75].

1.11.3 Doubly fed induction generators

DFIGs play a pivotal role in renewable energy systems, especially in wind power generation,
due to their efficiency over variable speeds and precise control of active and reactive power. This
section provides a concise overview of their structure, types, operating modes, applications, and

key advantages and inconvenient:
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1.11.3.1 The structure of doubly fed induction generator

The doubly fed induction generator (DFIG) features a three-phase stator identical to that of
conventional asynchronous machines. Its rotor, distinct due to the absence of a squirrel cage, is
equipped with three windings connected in a star configuration and accessible via slip rings
brushed by brushes. This configuration allows external access to the rotor's three-phase windings,
thereby facilitating control and management of energy flows. The stator typically consists of
stacked magnetic laminations with slots for inserting the windings, highlighting a structure
similar to conventional three-phase machines [23, 76].

1.11.3.2 Different types of Doubly Fed Induction Generator

DFIGs can be implemented in various configurations, each designed to meet specific
operational and efficiency needs. These configurations primarily differ in the methods used to

manage rotor power and the type of power electronics employed. The main types include:

A. Doubly Fed Induction Generator with Rotor Power Dissipation

In this variable speed configuration depicted in figure I.13, the stator is directly connected to
the electrical grid, while the rotor is connected to a rectifier. A resistive load is placed at the
output of the rectifier via an IGBT or GTO chopper. Control of the IGBTs allows modulation of
the energy dissipated by the rotor winding, enabling variable speed operation while keeping the
asynchronous machine within the stable region of its torque/speed characteristic. The slip is
adjusted according to the machine's rotational speed. As slip becomes significant, the power

extracted from the rotor increases, all of which is dissipated in the resistor R [30, 77, 78].

Power | Gridl

Turbine f f *

Power
Figure 1.13 Wind turbine system based on the DFIG approach with rotor energy

dissipation [77].
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B. Doubly Fed Induction Generator: Kramer Structure

To reduce energy losses associated with the previous structure, the chopper and resistor are
replaced with an inverter that feeds slip energy back into the grid. This configuration, known as
the "Kramer configuration," employs a diode bridge for rectification and a transistor bridge for
inversion. The diode bridge rectifies the voltages between the slip rings, while the non-
autonomous transistor inverter adjusts the variable voltage applied to the rectifier by controlling
the firing angle (Figure 1.14).

This design enables precise control over the diodes conduction range, allowing variability in
the power extracted from the rotor circuit and consequently adjusting the slip of the asynchronous
generator. One of the key advantages of this approach is that the non-autonomous inverter utilizes
commutations provided by the network, making it more economical compared to alternative

solutions [6, 77, 79, 80].

Grid
Power
|~
3 /
Rectlﬁerrw\_ Inverter N1
£5F A3

S

Figure 1.14 Wind turbine system based on DFIG Kramer structure [77].

C. Doubly Fed Induction Generator: Scherbius Structure with Cycloconverter
To enable bidirectional energy flow between the grid and the rotor, a cycloconverter is used. This
configuration, known as the Scherbius structure and illustrated in Figure 1.15, allows for doubling
the speed variation range compared to alternative configurations. Although the use of thyristors
in this setup introduces significant harmonic components, which negatively affect the power
factor quality, this topology, referred to as the static Scherbius topology, is advantageous for rotor

frequency values significantly lower than those of the electrical grid. By allowing for positive or
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negative slip variation, which must remain below 30% to maintain system efficiency, it ensures

effective speed control. Additionally, the use of thyristors is cost-effective [79, 81-83].
Grid

Power

Transformer
( O \
NyA

* * * * Cycloconverter

Turbine

Figure 1.15 DFIG-Based Wind Turbine with Cyclo Converter System [81].

D. Doubly Fed Induction Generator: Scherbius Structure with PWM

Converter

Insulated Gate Bipolar Transistors (IGBTs) are power semiconductor devices capable of high-
speed switching, with significantly higher switching frequencies compared to Gate Turn-Off
Thyristors (GTOs). This feature allows for efficient implementation of Pulse Width Modulation
(PWM) techniques, which enhance signal quality by shaping the frequency spectrum and
minimizing electromagnetic interference. The configuration typically consists of two voltage
source converters incorporating IGBTs, interconnected via a DC-link (Figure 1.16). This
arrangement facilitates precise control of generator speed, bidirectional power flow, and
independent regulation of active and reactive power exchanged with the grid. Additional
advantages include reduced harmonic distortion in voltage and current waveforms and stable

dynamic performance, particularly near synchronous speed [16, 41, 84, 85].
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Figure 1.16 Wind turbine system based on DFIG PWM structure [16].

1.11.3.3 Operating mode of the Doubly Fed Induction Generator

The Doubly Fed Induction Machine (DFIM) differs in operating characteristics from other
kinds of machines. Operating unlike the squirrel-cage induction machines, which allow the motor
mode to run at speed lower than the synchronous speed and the generator mode at speed higher
than the synchronous speed, the DFIM controls the inner magnetic field using its rotor voltage.
This offers much flexibility not just to the motor and generator modes but also to the Hypo-

synchronous and Hyper-synchronous operation modes [19, 86].

In generator mode, specifically for the Doubly Fed Induction Generator (DFIG), two distinct

operating modes can be distinguished:

A. Operating in Hypo-synchronous generator mode with g > 0

The figure below illustrates the transfer of electrical power between the Doubly Fed Induction
Generator (DFIG) and the grid. In this setup, power is supplied to the grid via the stator (Ps)
where Ps <0, while a portion of the grid’s power is absorbed through the rotor as slip power (Pr)
where Pr>0. This configuration indicates the operation of the DFIG in generator mode at a speed

Hypo-synchronous [54, 69, 81, 87].
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Figure 1.17 Hypo-synchronous operation of the DFIG [87].

B. Operating in Hyper-synchronous generator mode with g <0

When the machine operates in Hyper-synchronous mode, as illustrated in Figure 1.18, the
electrical power generated by the DFIG is transmitted to the grid through both the stator and rotor
where Ps<0 and Pr<0. This distinguishes the operation of the DFIG in Hyper-synchronous mode
[54, 69, 81, 87].

Hyper -synchronous P Mech

Speed Operation

P Tr | AC/DC/AC

Figure 1.18 Hyper -synchronous operation of the DFIG [87].

1.11.3.4 Applications Fields of doubly fed induction generator
Operating the doubly fed induction generator (DFIG) in generator mode allows for numerous
applications of this machine, including [16, 69, 81-82]:
e Embedded electrical systems in ships and aircraft, where compact and flexible power
generation is essential,
e Hydropower plants with variable water flow rates and rotational speeds, requiring
adaptable generation systems,
e Wind and tidal energy systems, which operate under fluctuating environmental conditions

affecting rotational speed,

——
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Variable speed generator sets, which operate at reduced speeds during low demand periods,
thereby improving fuel efficiency and minimizing operational costs.
1.11.3.5 Advantages and Inconvenient of doubly fed induction generator

This paragraph examines the benefits and certain limitations of the Doubly Fed Asynchronous
Machine (DFIG) when operating at variable speeds [16, 23, 81, 88-89].
A. Advantages
Among the main advantages of DFIGs:

e Operation at variable speed;

e Active and reactive power can be independently controlled using the static converter
connected to the rotor of the DFIG, thereby enhancing the quality of power delivered to
the electrical grid,

e The ability to operate at constant torque beyond the rated speed;

e Bidirectional transfer of rotor power;

e Power converters used are approximately 70% smaller, reducing their cost and noise
compared to those traditionally employed with squirrel cage or permanent magnet
machines.

B. Inconvenient
Despite their numerous advantages, Doubly Fed Induction Generators (DFIGs) also present
several challenges and limitations, including:

e One of the primary drawbacks of the Doubly-Fed Induction Generator (DFIG) is its
pronounced sensitivity to grid disturbances;

e Utilizing an increased number of converters;

e The machine is bigger than the squirrel cage machine;

e The additional maintenance costs resulting from the use of a speed multiplier and the slip
ring-brush, compared to Permanent Magnet Synchronous Generator (PMSG).

e Due to continuous mechanical stress, the gearbox in DFIG systems is prone to wear and

degradation, requiring regular maintenance.
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1.12 Conclusion

Wind energy has proven to be a viable and increasingly adopted renewable energy source,
offering significant environmental and economic benefits. This chapter has provided an in-depth
exploration of the fundamental aspects of wind power, including its origins, historical
advancements, and development in Algeria. The classification of wind turbines, their deployment
configurations, and their diverse applications highlight the technological diversity and
adaptability of wind energy systems.

A key focus of this chapter has been the electromechanical conversion process, particularly the
role of different generator technologies, with special emphasis on the Doubly Fed Induction
Generator. Its operational flexibility and efficiency make it a critical component in modern wind
farms.

As global energy demands continue to rise, the integration of wind power into national grids
and hybrid systems and standalone will play a pivotal role in sustainable energy transitions. The
knowledge presented in this chapter establishes a solid foundation for further exploration of wind

energy technologies, optimization strategies, and their impact on future energy systems.
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Chapter 11 Modeling and Dynamic Analysis of Wind Energy Conversion Systems

I1.1 Introduction

Generators are a fundamental component of wind energy systems, playing a crucial role in
converting mechanical energy into electrical power. Among these, the Doubly Fed Induction
Generator (DFIG) stands out as one of the most important due to its high efficiency and advanced
control capabilities over the generated power. This chapter provides a comprehensive description
of the wind system based on DFIG, starting from wind modeling to turbine control. The dynamic
laws governing the process of aerodynamic energy conversion will be analyzed, focusing on Betz’s
law and the power coefficient Cp, as well as the importance of the relative tip speed. Additionally,
a mechanical modeling of the turbine shaft and the speed multiplier device will be presented,
leading to the control strategies used to optimize turbine performance, such as Maximum Power
Point Tracking (MPPT). Finally, the transition from three-phase modeling to two-phase modeling
using the Park transformation it will explain, which represents an essential part of the analysis of

Doubly Fed Induction Generators.

I1.2 Description of the wind system based on DFIG

The wind system consists of a turbine, a speed multiplier, a generator, electronic converters, and
the electrical grid. Figure II.1 presents the wind system based on the Doubly-Fed Induction
Generator (DFIG). The kinetic energy of the wind is captured by the turbine, causing it to rotate.
The mechanical energy generated by the turbine is passed to a speed multiplier, which increases
the rotational speed to match the speed of the DFIG generator. Subsequently, this mechanical
energy is converted into electrical energy by the DFIG, with a significant portion of this energy
being directly transmitted to the electrical grid via the stator, while the remaining portion is
transmitted through the rotor to the grid via electronic converters. These converters allow control
of the energy produced by the DFIG generator, enabling adaptation to the random changes of the
wind [1-3-7].
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Figure II.1 Description of the wind system based on DFIG.

I1.3 Wind modeling

Wind energy is an important input to wind turbine systems, the effectiveness of which varies
with wind speed changes. Understanding the overall characteristics of wind is indispensable in the
study of dynamic properties of the overall energy conversion system, as power generation from
wind is proportional to the cube of its speed, and accurate wind speed prediction is one of the major
requirements to optimize turbine performance and profitability. In mathematical terms, the random
wind speed can be expressed in terms of time-dependent functions that include a number of
harmonics, hence representing a clear expression of temporal variation.

A model in this case goes from a simple exponential law to a complex spectral and spatial
distribution taking into account turbulent phenomena. In theoretical simulations, the duration of
the wind profile must necessarily be kept limited to cut down simulation time, and the profile needs
to reflect all the characteristics that are specific to a given site including intensity, variability, and

statistical distribution.
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Although wind speed is a three-dimensional vector, the direction of this vector is not
considered for vertical-axis turbines; whereas for small horizontal-axis three-blade turbines, it is
corrected by the tail of the turbine. In the present work, the evolution of wind speed is taken as an
analytical function changing in time and determined by several harmonics. One importance of the
model is not only allowing the definition of wind turbines operational conditions but also
quantifying the potential of usable energy, thereby establishing proper machine placement. [8, 9-
10].

V(t) =8+ 2sin(wt) — 1.750 + 1.5 sin(5wt) — 1.25sin(10wt) — 0.5sin(50wt) — 0.25 sin(100wt)
With w = 2 /10

Wind of speed (m/s)

Time (s)

Figure I1.2 A Random wind speed profile.
I1.4 Modeling of the wind turbine

Dynamic modeling of a wind turbine involves the use of various equations to describe the
behavior and operation of the turbine under changing operating conditions. The input and output
variables of the turbine primarily depend on wind speed, as this variable significantly influences
the amount of energy produced. Additional influential parameters include the turbine’s geometric
characteristics, expressed as a function of the rotor radius and the span of the turbine blades, the
rotational speed of the turbine, the blade pitch angle, and the blade tilt angle. These equations can
be aerodynamic, mechanical, or electrical in nature and are expressed in terms of the forces acting

on the turbine blades and the control parameters of the generator [11,12].
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The wind power equation is considered one of the basic equations in wind turbine modeling, as
it expresses the available air power that can be extracted from the wind. This capacity is calculated

using the following equation:
1
Pyina =5 pmR?v® (IL1)

Where: p: air density and wind speed (kg/m?); R: represents the radius of the sail (m); v wind
speed (m/s).

I1.4.1 Aerodynamic power
The aerodynamic power at the turbine rotor represents the mechanical power captured by a wind
turbine. This power is contingent upon the power coefficient, which is a function of the wind speed
which is given by [13]:
Pacro = 3 Cp (4, B)pmR*v (11.2)

Where: C, Coefficient of power; A is Tip speed ratio; 8 is the pitch angle.

I1.4.2 Power coefficient Cp

The important factors that have influence on the power coefficient C,are the number of rotor
blades and their geometric and aerodynamic shapes, like the length and profile of the sections.
These designs are site adapted for characteristics, desired nominal power, type of regulation (pitch
control or stall regulation), and operational mode (fixed or variable speed). The power coefficient,
denoted as Cp(A,B), shows the aerodynamic efficiency of the wind turbine. It is a function of tip-
speed ratio, A, and the pitch angle of the blade, £.

The efficiency of the wind turbine blades’ power coefficient (C, ) can be estimated analytically.
Empirical and nonlinear the following equations model the variation of the power coefficient
concerning the specific speed and blade pitch angle [14-16].

Cs

Cy@.B) = Ci (3~ BCs = Ca)e 7 +Co (IL3)
Where:

1 0.035

L™ 1+008p8 pB3-1

(IL4)
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Figure I1.3 Variation of the 4 and Cp- curve depending on the pitch angle of the blades (f).
I1.4.3 The specific speed (Tip-Speed-Ratio)

The specific speed, often denoted as A, is defined as the ratio between the linear speed at the tip
of the turbine blades (£2; , R) and the instantaneous wind speed. This relationship is expressed by

the following equation [17-20]:
A= (IL5)

11.4.4 Betz’s Law

Betz’s law was first formulated in 1929 and is named after the German scientist Albert Betz,
who determined that wind turbines cannot capture and convert more than 59% of the kinetic energy
of the wind into mechanical energy. The model shown in Figure 11.4 illustrates the flow tube system
surrounding a horizontal-axis wind turbine. The upstream wind speed of the generator is denoted

by the symbol V;, while V, represents the speed in the downstream direction [17,20-22].

41

——
| —



Chapter 11 Modeling and Dynamic Analysis of Wind Energy Conversion Systems

————— ‘S;
S ”“'———_ 7
-
7
: /7
S e
-
e
- 0 I
R —— G o = -
- ]
—  »
————
~N
N
S
\~

Figure I1.4 Illustration of Betz’s law.
When the air crosses the rotor at speed V5, the average speed across the rotor can be expressed
as (V; + V,)/2. The moving air mass with density p that crosses the surface of the turbine blades in
one second equals the product of the density p, the area S, and the average speed. So that is:

m= PS(VZ1+V2)

(IL6)

The difference between the upstream and downstream power represents the actual power

extracted by the rotor blades:

vE-v$)
Ppero = =222 (IL7)

By substituting equation, 6 into equation 7, we find:

_ pS(Vi+Vn) (VE-VE)

PAero - 4 (H~8)

The total power theoretically available on the surface S is extracted without reduction in wind

speed by putting V, =% in the expression (8):
_pSV 1 1\ _ psvi 16
Paero == (1 + 3) (1 + 9) T2 (27) (1L.9)
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I1.4.5 Model of the speed multiplier

Due to the slow speed of the turbine compared to the generator, a speed multiplier is used to
match the turbine speed (), with the speed required by the generator (. multiple the turbine speed
results in a reduction of the generator torque T, according to the following mathematical equations

[22-24]:

0,6 = Q,
{ g (IL.10)
G

Where:

T, is the generator torque;

T; is turbine torque;

(1 is the rotational speed of the generator;
(), is the turbine rotational speed;

G is the gain of the multiplier.

I1.4.6 Mechanical shaft modeling

The fundamental equation of dynamics is essential for determining the evolution of the
mechanical speed of a wind turbine’s rotor based on the total mechanical torque applied to it. By
taking into account the mechanical torque T, exerted on the rotor shaft as well as the

electromagnetic torque T,,,, this equation allows the analysis of the variation in mechanical speed

[20,25-27]:

dQ
J =2 =Ty = Tom — FQ IL11)

Where:

J: is the total inertia referred to the generator shaft;
F : The total friction coefficient of the mechanical coupling;

T,m: The electromagnetic torque developed by the generator.

The following diagram represents the wind turbine model connected to the shaft through the

gearbox:
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Figure I1.5 The block diagram of wind turbine.

I1.5 Wind turbine control

I1.5.1 Operating zones of wind turbines

Given the fluctuating and random nature of the wind, the generated power in strong wind
conditions can be very high. Therefore, control strategies are adopted to ensure optimal and high
performance of wind turbines across a wide range of wind speeds. Accordingly, the operating
regions are determined based on wind speed. Figure I1.6 shows the power development as a
function of wind speed, where the operating range of the variable-step wind system can be divided

into four regions as follows [28-31]:

Zone 1: In this zone, the wind turbine activates when the mechanical speed exceeds a
determined threshold Qi, at this stage, the power delivered by the turbine is zero Pt=0
because the wind speed is insufficient to produce electrical energy;

Zone 2: The goal of this zone is to extract the maximum power available. In this zone, the
power transmitted to the shaft depends on the wind speed v. So, when the generator speed
reaches a certain threshold, a control algorithm, such as Maximum Power Point Tracking
(MPPT), is used to optimize the extraction of maximum power;

Zone 3: In this region, the speed of the wind turbines is constant, making the power
generated from the turbine equal to the nominal power;

Zone 4: In the fourth region, the wind turbines are stopped for safety purposes when the
wind speed becomes too high and poses a risk to the turbines. The blade pitch angle is set

at 90 degrees, which stops the turbine operation until the wind speed decreases.
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Figure I1.6 Operating zones of the wind turbine.

I1.5.2 Control of the wind turbine by using Maximum Power Point Tracking

(MPPT) for maximizing the extracted power (Speed Control)

To ensure optimal power output from wind turbines, the rotor speed must be continuously
adjusted to the maximum power point (MPP) using an MPPT algorithm, which adapts to changes
in wind speed and speed ratio over time. Given the stochastic nature of wind and its impact on
power variability, this approach assumes ideal performance of the electrical machine and its
converter, maintaining the electromagnetic torque at its reference value for efficient power
conversion where [32-34]:

Ty = Tom res (IL12)

The fundamental equation of dynamics, which describes the evolution of mechanical speed as
a function of the total mechanical torque applied to the rotor, allows this speed to be adjusted
relative to a reference value. This adjustment is achieved through appropriate speed control, aiming

to establish a reference electromagnetic torque:
Temrer = Ky (Qg,er = 0g) + Ki [ (g, = 0) (IL13)

Where:
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Ogrer = 3G (IL14)

The schematic illustrating this control method is shown in the following figure:

__________________________________________
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Figure I1.7 Block diagram of power maximization through speed control.

I1.5.3 Maximization of power without speed control

Inaccurate wind speed measurements introduce errors into the control process, adversely
affecting the quality of the generated power. Therefore, it is preferable to avoid wind turbine control
based on direct speed regulation. Instead, controlling the electromagnetic torque becomes a more

effective approach, with wind speed being estimated using Equation I1.13.

Vese = Qp 7 (IL15)

opt
By utilizing Equation II.12 and Equation II.15, the reference electromagnetic torque is
determined as follows:

2
Cpmes ”'g'tR Vost? (1L.16)

Tem_re f =

Figure I1.8 represents a detailed explanation of maximizing power without speed control
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Figure I1.8 Block diagram of power maximization without speed control.

I1.6 Modeling of the Doubly Fed Induction Generator (DFIG)

The asynchronous generator model, utilizing rotating field theory diagrams, effectively manages
the complexity of stator-rotor electromagnetic interactions despite its design simplicity. Matrix
methods facilitate modeling, simulation, and control, particularly for the DFIG, which operates at
a constant speed akin to a synchronous machine but with asynchronous characteristics due to the
speed differential between the stator field and rotor. Equipped with three-phase windings, the DFIG
enables magnetization through AC sources, presenting challenges due to its unique winding
distribution and geometry. In wind power systems, the DFIG is crucial for converting mechanical
to electrical energy, necessitating a mathematical model for control strategy design. This section
introduces DFIG models in both three phase (abc) and rotating reference (dq) frames [1,22,23,35-
37].

I1.6.1 Three-Phase Model (a, b, ¢)

The doubly-fed induction generator (DFIG) is modeled by six electrical equations and one
mechanical equation describing the rotor dynamics. The stator and rotor phases, designated
respectively by a, b, c and A, B, C, are connected by an electrical angle defining their instantaneous
relative position. By applying Faraday’s and Ohm’s laws to the windings, the stator and rotor

voltages are expressed in a three phase framework. The stator consists of three fixed windings
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spaced 120° apart in space, through which variable currents flow, while the rotor is modeled by

three identical windings also spaced 120° apart [1,22,23,34-37].

Bs
VBS
ﬂ
br Var ar
0
Vir A
VAS

VCs
v Cr

Cs

Figure I1.9 Schematic representation of a doubly-fed induction generator in the three-phase
reference frame.

Such that the electrical and magnetic equations for both the rotor and stator are as follows [1,22,

23,35-37]:
Electrical equations:

e In the stator:

d sa

(Via = Rylsa + 22

QI Vo, = Ryl + dzlfb (IL17)
d SC

szc = Rlsc + :t

e In the rotor:

d@rq

|{Vra =Ry lq + (gt

{Vr = Ryl + 222 (IL18)
d rc

Ve = Relpe + =21

Magnetic equations:

e In the stator:
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Psp = Lelg, + M1y, (H-19)

{(psa = Lglsq + ML,
@Ysc = Lslgc + M1,

e In the rotor

@rp = Lylrp + Ml (11.20)

{(pra = Lylpq + Mg,
Pre = Lyl + M,

I1.6.2 Simplifying assumptions

The modeling of the Doubly-Fed Induction Generator (DFIG) takes into account several
simplifications due to the complex winding distribution and unique geometry. To address these
challenges, conventional assumptions are applied, which are usually used for modeling electrical
machines for general control purposes. These assumptions include simplifying the inherent
complexities in the machine’s structure, ensuring that the model is more manageable for analysis

and application. Therefore, the following elements represent the assumptions that would simplify

the modeling of the Doubly-Fed Induction Generator (DFIG) [1,22,23,35-37]:

e Non-Saturated Magnetic Circuit: It is assumed that the magnetic circuits of the stator and
rotor are not saturated, allowing the relationships between the magnetic flux and currents
to be considered linear. The magnetic permeability is therefore constant throughout the
analysis;

e Negligible Losses: Losses due to hysteresis and eddy currents are neglected. This simplifies
the model by eliminating the need to consider energy dissipation phenomena;

e Sinusoidal Magnetomotive Force: The magnetomotive force (MMF) is distributed
sinusoidally along the periphery of both armatures, resulting in a sinusoidal spatial
distribution of forces in the air gap. This is permitted by a symmetrical construction of the
machine;

e Negligible Slot Effect: The slotting effect is considered negligible, allowing for the
assumption that mutual inductances vary sinusoidally based on the angle between the rotor
and stator axes, while self-inductances remain constant;

e Absence of Homopolar Mode: Since the neutral is not connected, there is no homopolar

mode to consider in the model;
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e Ignored Temperature and Skin Effects: The resistances of the windings are considered
constant, regardless of temperature. Additionally, the skin effect is ignored, simplifying the
electrical analysis of the machine;

e Symmetrical Construction of the Machine: The machine is considered to have perfect
construction symmetry, implying an identical number of phases between the stator and
rotor.

These assumptions allow for the development of a mathematical model of the DFIG that is both
simple and sufficiently accurate for performance analysis and dynamic behavior studies in the

context of wind energy conversion systems.

I1.7 The Transition from Three-Phase to the Two-Phase (d, q) Model for the
DFIG using Park Transformation
I1.7.1 Park transformation

The Park transformation is an essential technique for simplifying the analysis of electrical
machines, particularly in the context of doubly fed induction generators (DFIG). This
transformation allows converting the variables of a three phase system (abc) into a two phase
system using equivalent orthogonal windings. It is also reversible, allowing the conversion from
the two phase system back to the three phase system (abc). This transformation relies on converting
the stator and rotor windings into two orthogonal axes, typically referred to as the dq axes. This
conversion facilitates obtaining a simplified mathematical model compared to the complex
physical model of the original three phase system. where Park transformation is given like

following [37,38-41]:

[Xaq] = [P(0)][Xanc] (I1.21)

The inverse Park transformation is given:

[Xapel = [P(0)]7*[Xaq] (11.22)
Where:

[ cos(6) cos(@——) cos(6+—) ]I
| (I11.23)

|
[P(B)] = \Ei —sm(@) — sin (6 — —) — sin(6 + —)
1
s

sl

| 5
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[ cos(0) —sin(O) % ]l
[P(O)] f| cos(6 — —) —sin (6 - —) % | (IL24)
cos(0 + —) —sin(0 + —) % ]
X: is voltage, current, or flux for the stator or rotor quantities.
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Figure I1.10 Park transformation principle applied on DFIG.

I1.7.2 Two-phase model of the DFIG in the (d, q) reference frame

The reference frame that coincides with the rotating field was chosen as the standard reference.
After applying the Park transformation, the electrical, magnetic, and mechanical equations of the

Doubly Fed Induction Generator (DFIG) were obtained as follows [33-36,39,40,42-47]:

o Electrical equations:

( V =R Ids d(pds ws(pqs

‘P s
Vgs = Rslgs + —— —L 4+ WPy
. . (pdr (I1.25)

V =R Idr ((‘)s wr)(pqr
‘P r
LVr =R Iqr +— q + (a)s (‘)r)(pqr
o Magnetic equations:
( )|
L °t )
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(Pas = Lslgs + My,
{ Pqs = Lslgs + My,
Par = Lylgy + Ml
Pgr = Lslgr + Ml g

(11.26)

The active and reactive powers in the stator and rotor of the Doubly Fed Induction Generator

(DFIG) are given as follows:

Py = Viyslgs + Vgslys (I1.27)

Qs = VqsIds - Vdslqs (I1.28)

B = Varlar + Vorlyr (I1.29)

Qr = Vorlar — Varlgr (I11.30)
. Expression of the electromagnetic torque:

The electromagnetic torque can be expressed in terms of the fluxes and currents in the stator

using the following relationship [33,35,36,39,40, 42-47]:

M
Tem =P (Paslgr — @gslar) (IL31)

I1.8 Conclusion

In summary, the Doubly-Fed Induction Generator (DFIG) emerges as a sophisticated and
efficient solution for enhancing wind energy utilization. Its adaptability to variable wind conditions
and high energy conversion efficiency make it a preferred choice in modern wind power
applications. This chapter has provided a comprehensive overview of the fundamental components
of a wind energy conversion system, including turbine modeling, mechanical shaft dynamics, and
the role of speed multipliers. Furthermore, control strategies such as Maximum Power Point
Tracking (MPPT) have been highlighted for their vital role in maximizing energy capture and
maintaining operational stability. A detailed mathematical model of the DFIG was also introduced
in both the three-phase (abc) and two-phase rotating reference (dq) frames, facilitated by the Park
transformation. This model forms the analytical basis for subsequent chapters, serving as a
foundational element for the design and development of advanced control techniques in wind
energy systems, with the ultimate aim of supporting the transition toward long term sustainable

energy solutions.
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Chapter 111 Advanced Control Strategies for DFIG-Based Wind Energy Systems

II1.1 Introduction

Nowadays, many commercial models of wind turbines are DFIG based, these generators are
widely recommended for their ability to operate effectively under variable wind speeds, delivering
high energy conversion efficiency. However, their complex structure and nonlinear dynamics
which pose the need for develop advanced control strategies to ensure optimal performance,
stability, and reliability in diverse operational scenarios.

This chapter is dedicated to constructing and analyzing control techniques to specify
requirements of DFIGs, the primary objective is designing the control of active and reactive stator
powers. To achieve this, advanced control techniques are employed and evaluated systematically
for their effectiveness. The chapter begins by defining the operational loops that responsible for
the DFIG performance, providing a clear framework for understanding its control architecture.
Then the control strategies are classified, offering a typical overview of the techniques employed
to address the unique challenges posed by DFIG operations.

The foundational concept of vector control is also revisited to characterized its role in modern
DFIG control systems.

Following this groundwork, the chapter transits into the design of nonlinear control strategies
with a particular focus on Backstepping Control (BSC). Nonlinear control methodologies, such as
BSC are highly effective in managing the complex and dynamic behaviors of DFIGs, offering
enhanced stability and robustness. This section explores the development of BSC, outlining its
historical evolution, defining its principles, and presenting a structured approach to its application
in DFIG systems.

Complementing the nonlinear control strategies, the chapter also examines optimal control
design through the Linear Quadratic Regulator (LQR). Optimal control provides a powerful
framework for achieving superior system performance by minimizing predefined cost functions.
The discussion on LQR highlights its theoretical foundations and application steps, emphasizing
its suitability for controlling the dynamics of DFIGs.

A significant contribution of this chapter lies in the integration of BSC and LQR to develop a
hybrid control design. By leveraging the advantages of both methodologies, the hybrid control
approach addresses the limitations of individual strategies while enhancing overall system
performance. The hybrid design is detailed, encompassing the power and current loops of the

DFIG, the active and reactive stator powers are controlled and regulated through these techniques,
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ensuring precise and efficient operation of the DFIG under varying conditions. LQR is
implemented in the current loop, further enhancing the flexibility and adaptability of the control
system. A comprehensive description of the combined control design is provided, underscoring its
potential for achieving optimal performance in various operational conditions.

The effectiveness of the proposed control strategies is demonstrated through
MATLAB/Simulink. These simulations validate the ability of the designed control techniques to
achieve stable and efficient regulation of the active and reactive stator power. Furthermore, the
comparative study between BSC and the hybrid control design highlights their performance to
DFIG systems.

II1.2 Constructing the Control for DFIG Model

After modeling the DFIG, the next crucial step is the application of control strategies. This stage
begins with the identification of the operational loops that need to be regulated for efficient
performance. Once these loops are identified, the control techniques are presented, classified, and
explained in details, with their application design to each individual loop or the overall system. In
this section, we will focus on identifying the key loops of the DFIG, classifying the various control
strategies, and providing an in-depth explanation of the primary objective of the vector control

design.
I11.2.1 Defining the operational loops of DFIG

A key feature of the DFIG system which is multi-input and multi-output (MIMO), combined
with the nonlinearity inherent in its electromagnetic torque and external disturbances that arise in
the dg axes, commonly known as back EMF. The closed-loop control system of the DFIG can be
organized into three primary loops, based on its operational principles and model. These loops are
current loop, power loop, and speed loop. While the current loop is essential for all control
strategies, the decision to implement either the speed or power loop depends on the specific control
goals and application requirements. Various modeling techniques, such as state-space models or
transfer functions, can categorize the control strategies for the DFIG into decoupling-based,
linearization-based, or nonlinear methods, each designed to manage the challenges introduced by

the generator’s configuration [1,2].
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I11.2.2 Classification of Control Strategies for DFIG

Control strategies for the DFIG can be divided into i three main categories: Scalar based controllers,
Direct Torque Control (DTC), and Vector based controllers. Scalar control is simple and easy to
implement but is limited by slower responses and less accuracy during changes in operating
conditions. Direct Torque Control (DTC) represents a distinct and widely used strategy that enables
fast dynamic response by directly controlling torque and flux without requiring coordinate
transformation. It uses hysteresis regulators and lookup tables but may suffer from torque ripple
and sensitivity to parameter variations. In contrast, vector control provides more advanced and
precise regulation, making it ideal for controlling performance in both steady and dynamic states.
This approach includes traditional techniques like Field-Oriented Control (FOC), which use basic
controllers like PID and hysteresis regulators. While this method works well for simpler
applications, they may struggle with complex scenarios.

To address the DFIG’s nonlinearity, advanced strategies have been employed. These include
nonlinear methods such as Sliding Mode Control (SMC) and Backstepping Control (BSC), which
are effective in handling the generator’s dynamic behavior without linearization. Optimal
techniques, such as Model Predictive Control (MPC) and Linear Quadratic Regulator (LQR), focus
on achieving performance targets under defined conditions. Adaptive methods, like Model
Reference Adaptive Control (MRAC), adjust to changes in real time, offering flexibility in various
operational settings. Intelligent control approaches, including Fuzzy Logic and Artificial Neural
Networks (ANNSs), are designed to improve or replace traditional control strategies using data-
driven solutions.

These diverse control techniques are essential for managing the complex behavior of the DFIG,
ensuring efficient operation across different applications and scenarios. Figure III.1 outlines these

strategies and their classifications for control strategies [1,3,4].
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Figure II1.1 Classification of control strategies for the DFIG.

I11.2.3 Explanation of the main basic of the vector control

Vector control for the DFIG involves the decoupled control of active and reactive power by
aligning the stator flux vector in a rotating reference frame. This approach treats the DFIG as a DC
machine (DCM) by independently controlling the d-axis and g-axis components of the rotor
currents (seen Figure II1.2). The d-axis typically manages the reactive power or voltage control,
while the g-axis manages the active power or torque. Using a mathematical model of the DFIG in
the synchronously rotating reference frame, the control strategy ensures precise regulation of power
exchange between the stator and the grid. In this method, the rotor current is decomposed into two
perpendicular components: I, , which is responsible for controlling the stator flux, and I, , which
directly influences torque generation. The control of speed or power (torque) is achieved
exclusively by adjusting the d-axis flux, ¢4, while the g-axis flux, ¢, is maintained at zero. This
separation allows the torque to be directly managed by the value of Iy, , ensuring efficient and

precise control, as defined in Equation III.1 [5-7].

M
Tem =5~ Ugr¢as) (IIL1)
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Figure I11.2 Establishing the equivalence between the decoupled DCM and the DFIG.

As a consequence, the stator flux expressions become:

{@s = Lglys + My,

0 = Lyl + M, (I1.2)

By neglecting the resistances of the stator phases, the expressions for the system can be

simplified as follows:

{V"S =0 (I11.3)
Vqs =V = wgg ’
Then, rotor currents are used to express stator currents as follows:
1
Iys = % — Mgy
Syt (I11.4)
Iqs = _L_Slqr

By using Equations (11.27), (I1.28), and the previously mentioned vector control principle, we

obtain the active and reactive powers at the stator as follows:

—VsM
Ls

_ VM

Qs Idr +

_Ls

P =="1,

(1IL5)

Vsps
Ls

As a result, the voltage equations of the rotor in the d-q axis are determined as follows [8, 9]:

Vdr = erdr + aidr - gWsalqr

. MV, I11.6
Vor = Rylgr + alg, + gwgaly, + gL—sS (IIL6)

. g
With:a = L, ——= L.(1-0)
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I11.3 Nonlinear control design with Backstepping control (BSC)

Based on a previous knowledge and works like Bouguerra Z and Benamor, Afaf, FOC and SMC
suffer from chattering phenomena [8, 10], which led us to look for alternative control, to achieve
enhanced performance and robustness in controlling the DFIG, the advanced nonlinear techniques
is often presented. These methods address the limitations of linear control strategies by offering
improved dynamic response and stability. One of these approaches is Backstepping Control (BSC),
which is a nonlinear control strategy that is designed based on the Lyapunov function to ensure
system stability with minimal chattering produced. In the following subsections, we will dive into
the foundational principles of nonlinear control, define the BSC framework, and outline its primary

objectives in optimizing DFIG performance.
II1.3.1 Overall description of the nonlinear control

Since the 1970s, significant progress has been achieved in the theory and application of
nonlinear control systems, driven largely by the adoption of advanced mathematical tools such as
differential algebraic theory and modern differential geometry. Researchers like Slotine, Khalil,
and Isidori pioneered the state feedback methodology to control the input-output behavior of
nonlinear systems, leveraging Lie algebra for precise linearization [1,10]. Nonlinear control
engineering focuses on systems exhibiting nonlinear behavior, where the input-output relations
defy the principles of superposition and homogeneity that define linear systems. Its primary
objective is to design controllers capable of stabilizing and managing such systems effectively.
Among the advanced control strategies, nonlinear methods are regarded as highly developed and

frequently applied in the control of electrical machines [11].

I11.3.2 Conception History of the BSC

Backstepping control is a widely used nonlinear control strategy that effectively stabilizes
systems by utilizing a Lyapunov function candidate. This method, which originated from the
pioneering work of Kanellakopoulos et al. in 1991, is based on a step-by-step design approach.
Each step introduces a virtual control law, ensuring the system’s convergence to its equilibrium
state. The concept of backstepping draws inspiration from earlier works, including those by T.
Sinias (1989), Kokotivic & Sussmann (1989), and Feurer & Morse (1978). By breaking down the

control problem into smaller, more manageable components, backstepping allows for the recursive
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design of controllers, making it particularly effective in addressing the complexities and

nonlinearities commonly found in control systems [12,13].

I11.3.3 Definition of the BSC

Backstepping control is an advanced technique used to stabilize nonlinear systems, particularly
when conventional linear control methods are ineffective. The key idea behind backstepping is to
decompose the control task into a series of simpler tasks, more manageable subproblems, and then
design a controller for each of these smaller problems. This method is often applied to systems
described by ordinary differential equations (ODEs). The process involves constructing a sequence
of controllers that target different aspects of the system’s dynamics, with each step ensuring the
stability of the closed-loop system. A Lyapunov function is used at every stage to validate that the
system remains stable, and the process progresses with the addition of more controllers, the

Lyapunov function provides the necessary assurance that the entire system’s stability is maintained

[1].
I11.3.4 Analyze the main objectives and the application steps of the BSC

Designing controllers for nonlinear systems can be systematically approached using the BSC
technique. The primary objective is to formulate a control law that guarantees the derivative of a
selected Lyapunov function remains negative and the function itself stays positive definite. This is
achieved by decomposing the system into a series of nested subsystems. The core of this method
lies in constructing an algorithm that, for each subsystem, simultaneously determines the control
law, adaptation dynamics, and a Lyapunov function to ensure system stability. As the process
progresses, a new virtual order and a corresponding second Lyapunov function are calculated for
each subsequent subsystem. Ultimately, this process leads to the formulation of a control
expression that ensures the system’s overall stability and performance. The applicability of the
backstepping approach, similar to other control strategies, is generally limited to specific types of
systems [12,14]. To express the system in "strict feedback" form, a variable transformation is

performed, which modifies the system described by Equation IIL.6 into:
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¥1= ¢,
¥2 =.§03
901'—1:= <pl (III7)
¢n—1 = Pn
Pnp=u
y=¢1
Where the vector ¢ = [@1 @2 - @n]T is introduced. This transformation allows us to

define the virtual control law for the first subsystem in terms of the state ¢,, which is driven by

@3, with the final equation managed by the control law u, which controls the entire system.

Step 1: Trajectory Following and Error Definition
To ensure the system follows a specified trajectory, a tracking controller must be designed. The
error between the output y and its reference y* is defined as:
sg=y"—y=y"—¢, (111.8)
The time derivative of this error is:
=Y —91=Y" —; (111.9)
The first Lyapunov function is chosen as:
V, = Z¢,2 (111.10)
And its derivative is:
Vi=e.é =60 —¢) =0 —9,) (IIL11)
To ensure the error converges to zero, the derivative of the Lyapunov function must be negative.
Therefore, we choose:
V' — @, = —ky&, (111.12)
With k; > 0, leading to:
0, =V + kg (IIL.13)
Step 2: Error Dynamics for ¢,

Since ¢, cannot be directly controlled, a new error term is introduced:
& =P =@, =Y + kg — ¢, (I1L.14)
Its derivative is:
&=V + k& — (I11.15)
Substituting the expressions for &; and &,, we can write:

&=V + k(e —ki&1) — @ (IIL.16)
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A new candidate Lyapunov function is introduced:
V==& + &2 (IIL.17)
and its derivative is:
Vy =6+ 6.6, = —kye.2 + &,(81 — 5 + 937 (I11.18)
To satisfy the Lyapunov stability criterion, the term inside the brackets must be equal to —k; &,,

which leads to the following expression for the second virtual order¢;™:

03" = e1(1— k%) + ey (ky + k) + 5 (IIL.19)
The Lyapunov function satisfies the stability condition when:
V, = —kye,°—kye,° (I11.20)
Thus, the error terms converge to zero, and the system stability is guaranteed.
Steps for Subsequent

The process proceeds similarly for subsequent steps, introducing new error terms and

Lyapunov functions for each subsystem. For each step, the error is defined as:

&§=¢;" —@; (I11.21)
And the corresponding Lyapunov function is:
Vi =% & (111.22)
The virtual control law is then determined as:
Qi = kg e+ (111.23)
Finally, at the n-th step, the actual control law u is expressed as:
u= ¢ (II1.24)
And the complete backstepping control law is:
u=k,e, — €1+ @y, (IIL.25)
This procedure provides a systematic approach for controlling nonlinear systems using the
backstepping technique, ensuring stability and performance across all subsystems. The control
strategy based on the backstepping technique can be illustrated in a diagram (seen Figure I11.3),

where each subsystem and its corresponding control law are depicted, reflecting the step-by-step

process for ensuring the system’s stability.
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Figure I11.3 Diagram illustrating the principle of backstepping control.
I11.4 Optimal control design with Linear Quadratic Control

The backstepping control theory isn’t handling well against the sudden external disturbance.
therefore, its recommended to combine this previous strategy with another control strategy to get
benefit of both strategies, to reach an optimized performance. Among these strategies, optimal
control has emerged as a powerful and widely adopted approach for resolving classical vector
control challenges. By formulating control problems within the framework of performance criteria,
optimal control enables the design of controllers that ensure the best possible system behavior
according to predefined objectives.

The following section explores the key aspects of LQR, starting with a general overview of
optimal control theory, followed by a formal definition of LQR and a detailed description of its
primary objectives. This foundation sets the stage for understanding how LQR contributes to
addressing dynamic challenges in vector control systems
I11.4.1 General overview of the optimal control

Optimal control is a branch of control theory that focuses on determining the most effective
control strategy for a dynamic system while adhering to specific objectives and constraints. The
primary aim is to identify control inputs that guide a system, referred to as the plant, from its initial
state to a desired final state while meeting physical restrictions and optimizing a given performance

metric, also known as the cost function or performance index.

‘ Optimal Control System ‘
|
v v
‘ Plant ‘ ’ Cost Function ‘ ’ Constraints ‘
J J
| \/ '
51 R H
(b) Minimum (b) Maximum

Figure I11.4 Statement of the Optimal Control Problem.
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As illustrated in Figure I11.4, the optimal control u*(t) (* denotes optimal condition) ensures the
system’s trajectory is both constrained and performance-optimized. This methodology operates on

several foundational principles [1,15-17]:

e Dynamic Systems: Optimal control applies to systems that evolve over time, where the
relationships between state variables and control inputs are modeled using differential or
difference equations.

e Control Inputs: These are parameters that influence system behavior. The optimal control
problem involves determining the time-dependent values of these inputs to achieve a
specific objective.

e Cost Function: This is a mathematical representation of the system’s performance, which
serves as the metric to be minimized or maximized. The choice of cost function depends on
the control problem’s objectives, such as minimizing energy consumption, enhancing
stability, or improving other performance indicators.

o Constraints: Practical applications often impose limitations on state variables and control
inputs. These constraints may arise from operational limits, safety considerations, or
physical boundaries, all of which must be accounted for in the optimization process.

o Feedback Mechanisms: Real-time feedback is often incorporated to adjust control inputs
based on the system’s current state, enabling adaptability to disturbances and changes in
operating conditions.

Optimal control plays a pivotal role in various engineering and scientific fields such as
aerospace, robotics, economics, finance, and chemical engineering. In these domains, optimizing
the performance of dynamic systems under constraints is a key objective. The selection of an
appropriate optimal control strategy is influenced by the system’s dynamics, the structure of the
cost function, and the nature of the constraints involved. Depending on the specific problem
characteristics, optimization techniques are generally classified into two main categories: local and
global optimization methods, each offering distinct advantages, each suited to specific types of
challenges. The choice of technique is tailored to the problem’s specific requirements, ensuring

effective solutions for dynamic system optimization.
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Table III.1: Optimization solution techniques

Technique Optimization category
Dynamic Programming Global
Pontryagin’s Minimum Principle Local
Linear Quadratic Regulator (LQR) Local
Model Predictive Control (MPC) Global
Gradient-Based Methods Local
Genetic Algorithms Global
Simulated Annealing Global
Interior-Point Methods Local
Sequential Quadratic Programming (SQP) Local
Particle Swarm Optimization (PSO) Global
Mixed-Integer Linear Programming (MILP) Global

I11.4.2 Definition of the LQR

The Linear Quadratic Regulator (LQR) is a fundamental optimal control method designed to
achieve closed-loop stability and high performance in dynamic systems. It minimizes a quadratic
cost function that balances system performance and control effort, ensuring precision, stability, and
energy efficiency. By solving the algebraic Riccati equation, LQR computes optimal state feedback
gains, making it particularly effective for linear systems with quadratic performance criteria. Its
widespread use in various engineering fields highlights its computational efficiency and practical

applicability.

I11.4.3 Description of the main objectives of the LQR

LQR is a control design methodology aimed at achieving optimal system performance by
minimizing a quadratic cost function while ensuring system stability. This approach frames the
control problem as an optimization task, where the objective is to determine the optimal control
input that minimizes the sum of penalties associated with both the system states and the control
inputs. The quadratic cost function serves as a tool to balance the trade-off between reducing
control effort and achieving the desired system behavior. The solution to the LQR problem is
derived using principles from the calculus of variations and dynamic programming, resulting in a

control law that is expressed as a linear feedback function of the system’s state. To compute the
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optimal state feedback gains, the algebraic Riccati equation is solved, providing an efficient and
analytical solution. LQR is particularly well-suited for systems with linear dynamics and finds
applications in diverse fields such as robotics, aerospace, and industrial process control. Its
popularity in real-time systems arises from its computational simplicity and reliability. Moreover,
LQR ensures stability and optimality under specific conditions, making it a robust choice for
control design. For multi-input, multi-output (MIMO) systems, LQR employs feedback control to
compute the correction matrix k that regulates the system inputs. This process aims to minimize
the cost function, which is typically defined by two key components: the first, managed by the O
matrix, focuses on performance and stability, while the second, defined by the R matrix,
emphasizes minimizing energy usage. The mathematical formulation of this cost function, as
described in Equation I11.26 [11,18,19], underscores LQR’s ability to deliver precise and efficient

control.
J =, ((".Q.x) + (u".R.u))dt (111.26)
Where R and Q are positive definite matrices.
The feedback control law for state space is given by:
u(t) = —k.x(t) = (—R"LBT.P).x(t) (111.27)
Where P is positive definite matrix. Its solution for satisfies the Algebraic Riccati Equation
(ARE) as follows:
AT.P+P.A-P.B.RLBT.P+Q=0 (I11.28)

Using the state-space model, the control design based on the LQR technique can be structured

as follows:

- x |
0—p “ B —>++ —wf——» c —> (>

-> 4

| A le— Y

Figure II1.5 Design of an LQR controller for systems based on SSM.
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II1.5 Hybrid control design using BSC and LQR

The nonlinear dynamics and multi-loop control requirements of the DFIG present significant
challenges for conventional control methods. To address these complexities, this section explores
a hybrid control design approach that combines Backstepping Control (BSC) and Linear Quadratic
Regulator (LQR).

The backstepping Control method is chosen for its capability to systematically handle
nonlinearities, ensuring robust stability and precise tracking in the power and current loops of the
DFIG. On the other hand, the Linear Quadratic Regulator offers an optimal control solution by
minimizing a predefined performance cost, enabling enhanced current regulation and efficient
energy conversion.

In this section, we will first design the power and current loops of the DFIG using BSC, followed
by the application of BSC on the power loop and LQR on the current loop design. Finally, the
combination of these two control strategies will be described, demonstrating how their integration

can yield improved system performance in terms of stability, robustness, and energy efficiency.

II1.5.1 Design of the power loop of the DFIG using BSC

The power loop of the DFIG plays an important role in ensuring efficient energy conversion. In
this subsection, the power loop will be designed using the BSC technique. Known for its ability to
handle the nonlinear dynamics of DFIG, BSC enables systematic control law, while ensuring
stability through Lyapunov functions. This design process will involve establishing the
mathematical model of the power loop and applying BSC to regulate active and reactive power
effectively under varying operating conditions. In order to apply the BSC, we should define the
active and reactive power tracking errors, which are essential for formulating the control laws [3].
These errors can be defined as:

& = —F
{” sref s (I11.29)

&q = stref - Qs

Next, select a Lyapunov candidate function for both active and reactive power tracking errors.

v, =
v, =

The time derivatives of these Lyapunov functions are:

The functions are defined as:

E.
(I11.30)

N|RN]|R

2
TP
2
*tq

£
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V. =¢,.¢
{.” pep (IIL31)
Vg = &4-&4

For system stability, we need to ensure that the time derivatives of these functions are negative.
This condition is met if the derivatives of the tracking errors are negative:

{ep = —kp.ep
& = —kq.eq

(11L.32)

Here, k,, and k, are positive constants. The negative sign ensures the stability of the system,
and this results in the system being stable, as indicated by the negative time derivatives of the
Lyapunov functions:

V. =—k,.e2<0
{ P pp (111.33)

V, = —kg.e5<0

Now, the reference rotor currents can be derived from the errors in active and reactive power

tracking:
; al MV,
Iqrfef = (kpep + PS—rEf) VsM;T + (Vqr —gwsalg — g L_SS)/Rr
=(k : alLg Vartgwsalgr (I11.34)
Idr_ref - ( aéq + Qs_ref) VeMR; Ry

I11.5.2 Design of the current loop of the DFIG using BSC

The current loop is fundamental for regulating the rotor currents in the DFIG, ensuring robust
performance with minimal distortions. This subsection is dedicated to applicate Backstepping
Control (BSC) in designing the current loop, leveraging its recursive structure to manage the
inherent nonlinear behavior of the DFIG system. The control strategy aims to achieve precise
current tracking and stability while effectively handling the external disturbances and uncertainties
in the DFIG model. In this subsection, we focus on the second step of computing the rotor voltage
control law, which addresses tracking errors associated with rotor currents. These errors can be

defined as follows:

Elgr = Igr ref Iy
B 111.35
{glqr = Iqrjef - Iqr ( )
Their time derivatives can be written as:
lay = lar yoy = lar (I11.36)
Sllqr = Iqrjef - Iqr

Using Equation (II1.6) in Equation (II1.36), we obtain:
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gI‘.ir = Idr;ref - (Vdr_RrIdr + gWsalqr)/a
. , v, (111.37)
Elgr = Iqrjef - (V;{r_RrIqr —gwsaly, — gL_s)/a
To ensure system stability, the time derivatives of these tracking errors must also be negative:
]'/IT'=_kIT"£IZT <O
K e (I11.38)
VIdr = _kdr'gld‘rl <0

Where k Igr and kg, are positive constants.

Finally, the rotor voltage references Vg, and V,. are computed from the following global control

law:
: MV,
Varref = @ (k,qrs,qr + Iqrref) + Rl + gwsaly, + g L—S
. s (II1.39)
Varrer = @ (kldrglar + Idrref) + Rl — gwsaly,
The figure below illustrates the block diagram of a DFIG controlled by the BSC:
P s ref I @ <
< I Vqr_re f Ps
p qr_ref , R
3| DFIG’s loop of DFIG’s loop of > >
power Based current Based %xdq(:) = A.Xyq(t) + BU4 (D)
on BSC control on BSC control Yaq(®) = C.Xuq(t) + D.Ugg(t)
—> (equation (equation 1%
11L34) R 111.39) drref .
&q > > >
Iy ‘
r_ref Qs
Qs_re f_>®<

Figure I11.6 Block diagram of BSC applied on DFIG system.
I11.5.3 Design of the current loop of the DFIG using LQR

The LQR is widely recognized for its effectiveness in optimizing system performance by
minimizing a quadratic cost function, which balances performance and control effort. In this
section, the LQR technique have been applied to regulate the current loop. By formulating a
quadratic cost function based on the DFIG’s system dynamics and utilizing the linear state
equations, LQR offers an optimal control solution that ensures both stability and efficiency in the
current loop. LQR stands out in modern control theory for its robustness to uncertainties and
disturbances, as well as its high efficiency in achieving optimal system performance. This makes

it an excellent choice for controlling DFIGs, particularly when facing system disturbances and
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uncertainties. The system will be constructed using the state-space model (SSM) method presented
to facilitate the application of the LQR control strategy. In this framework, two distinct LQR-based
designs will be developed for managing the current loop of the DFIG, leveraging the strengths of
both LQR and the BSC [19-21].

A. Design of the current loop based on the 2" order using the LQR

In this approach, the current loop model of the DFIG is developed by combining the linear
system model with the disturbance components. The DFIG model, as represented in Equation IIL.6,
can subsequently be reformulated as follows:

{Vdr = Vdr’ + Egr
Vqr = V;zr + Eqr

(I11.40)

Based on the decoupling method, the internal linear model of the DFIG can be represented as
shown in Equation III.41, while the Back-EMF affecting the system are described in Equation
111.42.

{Vdr’ =R/ lg + ajdr (IL41)

V' = Rl + aly,

{Edr = —gwsaly,
(I11.42)

Eq = gwsalg, + gML_‘:S

To manage this, a decoupling compensation technique is incorporated, facilitating the
implementation of the closed-loop control based on an innovative design. The Back-EMF are
defined in Equation I11.42, while the linear model of the system relies on two state variables: the

direct and quadrature components of the current. As a result, the system model is structured as

follows:
{%qu(t) = A X4q(t) + BUgy(t) R
ydq(t) = Cqu(t) + D. qu(t)
Based on Equation I11.43, the internal model of the DFIG is described as follows:
[ _Re 1o
Iilr IrT: o -Ir IrT_I_oc .Vrl Vr/T
{dt[d al lo ~R lar Sl J[d o] (II1.44)

(! yZ]T=[$ (ﬂ-[ldr Iqr]T+[8 g-[Vdr' V']"

To implement the LQR control, it is necessary to define the state variable vector X,4(t), the
input vector Ugq(t), and the system matrices: the state matrix A and the input matrix B. These are

formulated as follows:
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R w
A=
Rr
o =<
1
B [& O‘ (I11.45)
0 X
[04
Xaq(®) = [lar Igr]”
! ! T
qu (t) = [Vdr Vqr]

By performing this identification, the cost function derived from the current loop model

(Equation II1.44) is expressed as follows in Equation I11.46:

J= 0 War Tar) Q. lar Tar) + (Var' Ver' | R [Var' V'] D)t (I11.46)

Where R and Q are both positive definite matrices of size 2x2.

The feedback control law based on this control design become as follows:

qu (t) = _k [Idr Iqr]T = (_R_lBTP) [Idr Iqr]T (11147)

Here, P is specified in Equation II1.28.
B. Design of the current loop based on the 4" order using the LQR

Through this design, a new state variable, referred to as the steady-state error, will be introduced,
improving the performance characteristics of the internal linear model. As a result, the new state-

space model is defined by the following equation:

Xaq(®) = A Xgq(t) + B.Ugy(2)
E1aqr(t) = Xgq" (£) — C. X g4 (t)
The feedback control law for this design is expressed as follows:
qu (t) = _k. qu (t) + kT' gldqr (t) (III.49)
The new state-space model is given by Equation II1.50:

[Xaq(t)] A ] [qu(t) [B] [Vdr'(t)] [0 [Idr ref(t)]

baar®] ~ 1= o e ® V' @) lar—re (©) (11150
Where I represent the identity matrix.

The objective of the updated design for the internal linear model, utilizing the state feedback
law, is to eliminate steady-state errors and ensure the system achieves asymptotic stability. This

results in the variables mean Xg,() , €,,,(o0) and Ugq(o0) converging to constant values.
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Additionally, the steady-state behavior of Equation II1.48 is represented by Equation II1.51, as

shown below:

Xgq(@)] _14 0] [Xag(®)] (B [Vdr’(oo)] 0 [1dr . (oo)]
[émqr(oo). - O].[squr(oo) +[ ] Vqr’(oo) [ ] qr ref(oo) (IL.51)
The reference vector corresponds to the step vector, which implies that:
[(I)] far-re Ezg] [0] [Idr refgg = constant Fort >0 (I11.52)
qr ref qr ref

Next, the error dynamics are calculated by subtracting the values at time t from those at (o0):

Xaq(©) — Xgq(c0) ]: A 0] [ Xaq(t) — Xgq(0) ] [B] Vdr,(t)_vdrl(oo)]
éldqr(t) - éldqr(oo) -Cc ol gldqr(t) - Sldqr(oo) ' V;{r’(t) - Vqr’(oo)

We define:

(II1.53)

gldqr(t) = gldqr(t) - Squr(OO) (HI.54)

{ qu(t) = qu(t) - qu(oo)
qu ® = qur,(t) - qur’(oo)

To follow a constant reference:

{ydq = C'qu(oo) +D. qu(oo) - qu*(t)

. I11.55
qu(t) = Aqu(OO) + B. qu(OO) -0 ( )

From Equation II1.54 and Equation II1.55, the following results:

a[Xag®] _7A o] Xaq(®)
at “l-c ol

gldqr (t) g_ldqr (t)
Subsequently, the error vector is expressed in Equation II1.57:

+ 5] [T @] (I11.56)

eaq®) = [Xaq(®)  Ear®] (I11.57)
From Equation I11.56 and Equation II1.57, the error dynamics are given by:
aq(t) = Aeqq(t) + B.Ugy(t) (I11.58)
Where: 4 = [_AC 8] ,and B = [g]
It is apparent that the control law governing the dynamic error, outlined in Equation II1.58, can
be formulated as:
Ugq = —K.e4q(t) (I11.59)
Where K = [k —k,]
Nonetheless, based on Equation II1.58 and Equation I11.59, the closed-loop dynamic error is

formulated as follows:

aq(t) = (A—BK).eqy(t) (111.60)

——

74

'



Chapter 111 Advanced Control Strategies for DFIG-Based Wind Energy Systems

In Equation I11.44 and Equation II1.50, the direct and quadratic currents are decoupled from one
another. Therefore, Equation II1.43 highlights this decoupling through the application of optimal

LQR control, with the linear state feedback law being formulated as follows:

T

T Idr
Vir— — — I
[‘” " ] =—[k —k1|." (I11.60)
Vqr—ref “-;Idr
Eigr
Where:
[k —k, =R .LBT.P (I111.61)

Where P is a positive definite matrix. Its solution is given in the Algebra Riccati Equation (ARE)
which represents the Equation I11.62 with the new condition of steady state error.

AT.P+P.A-P.B.RLBTL.P+Q=0 (111.62)

The current loop of the DFIG based on the SSE-LQR is designed as follows:

c !
Idr_ref ¢ Erdr Var_res Vir ref N7
B> r
> o L
DFIG’s N
current loop = 4
based on LQR s {Exm,(t) = 4. X4q(6) + BUq (8)
= control = Yiq(8) = €. Xyq(8) + D.Uyy (D)
Ior_ref il equation I11.60 Varrer| 3 | Varrer
_’%' . > = 5 > lar

Figure II1.7 Decoupling the DFIG current model using the LQR technique.

I11.5.4 Description of the combined control design between BSC and LQR

In this section, A hybrid control design approach using BSC and LQR is proposed for controlling
the DFIG. In this scheme, BSC is applied to regulate the power loops, where the inputs are power
signals, and the outputs are the reference rotor currents, meaning that power regulation is achieved
through BSC. For the current loops, LQR is implemented to regulate the rotor currents, ensuring
precise control to achieve the desired control law. The overall framework of this hybrid control
design is formulated based on the control laws of both techniques, as presented in Equations (111.34)
and (I11.60). This combination of control strategies enhances system stability, robustness, and

energy efficiency by effectively addressing the challenges associated with nonlinear dynamics and
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multi-loop control in the DFIG. The comprehensive control scheme based on this hybrid control

design for the DFIG can be expressed as follows:

Ps_ref_>®<

Var ref ’ Vqr_re f
Ps
Sp I qr_ref a
L .| DFIG’s loop of DFIG’s loop of —| % |—> >
power Based current based E Ay e
on BSC control on LQR 2 {? (d:)(;c’x' (‘:‘;(:;U ?:; )
—>» | Equation II1.34 control s da e e
Equation I11.60 S . R
€ > > > >
q
lar rer Var ref Qs
Qs_re f Vdr_ref
@

Figure II1.8 Block diagram of the hybrid BSC-LQR applied on DFIG system.
II1.6 Simulation Results and Comparative Study of BSC and hybrid control
design for the DFIG

To demonstrate the effectiveness of the studied and applied control techniques presented in this
chapter, the results have been validated using MATLAB/Simulink. This section presents these
findings, with Figure II1.9 illustrating the overall scheme of the applied control technique within
the WECS. The results are analyzed and discussed in this section, evaluating the performance of
the applied control strategy (BSC) under two wind speed scenarios. The first scenario considers a
randomly varying wind speed, as shown in Figure III.10, while the second scenario involves step
changes in wind speed with sudden variations, as depicted in Figure I11.11. Subsequently, this same
wind speed scenario is applied to the hybrid BSC-LQR control, demonstrating the observed

improvements and advantages of the proposed hybrid control strategy.

76

——
| S—




Chapter 111 Advanced Control Strategies for DFIG-Based Wind Energy Systems

w
=
= X .
= 3 *|
> S
Vv
| g2
N T T = B
g o[RS [ 2 Z 3
8 EQ T T = o °
w2 ] q
S S
ol 2

BSC
(Loop of power)

-
S
F
= .
=) =
(=) et
z = > O —»éé)*
£ AR &
g | ©
o =
© SN
A
£ E
= _ g
<
: \
9
= =
U 2 £
=]
@ [
=
& r- paads purgy
= Q

Figure I11.9 Global scheme control of WECS based on DFIG control.
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Figure I11.10 Randomly varying wind speed.
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Figure I11.11 Wind speed with sudden variations.

The evaluation and analysis of the stator active and reactive power performance under the
implementation of the BSC technique for both the power and current control loops formulated by
their control laws in Equation II1.34 and Equation III.39 respectively and depicted in the closed-
loop control scheme in Figure II1.6 have been conducted for the first scenario, characterized by a
randomly varying wind speed profile. The simulation results, illustrated in Figure II1.12,
demonstrate the effectiveness of the BSC strategy in regulating power flow under fluctuating wind
conditions. The active power (seen Figure I11.12(a)) closely follows the turbine’s reference power
output, dynamically adapting to wind variations and achieving a maximum power around 2170 W.

This tracking accuracy highlights the capability of the BSC controller to optimize power extraction.
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Simultaneously, the reactive power (seen Figure I11.12(b)) precisely tracks its reference of zero,
with only minor chattering oscillations within £10 var, which remain an acceptable tolerance band.
This indicates the ability of the BSC technique to suppress undesirable reactive power fluctuations
effectively. These findings substantiate the relative robustness of the BSC control strategy in the
presence of stochastic wind speed variations, ensuring stable and efficient power regulation despite
external disturbances. The minimized chattering in reactive power and the precise tracking of active

power validates the effectiveness of the applied control approach in enhancing the system’s overall

performance and reliability.
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Figure I11.12 Dynamic response of powers under the BSC technique for a randomly varying wind speed
profile; (a) Active power tracking performance, (b) Reactive power regulation performance.
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The simulation results, presented in Figure I11.13, reveal the transient response of the BSC
technique when exposed to sudden wind speed changes. The active power (seen Figure II1.13(a))
exhibits significant overshoots and undershoots upon each abrupt wind speed transition, deviating
from its reference trajectory before settling into a steady-state condition. These transient power
fluctuations indicate the system’s inability to instantaneously compensate for the rapid variations
in mechanical input, leading to a temporary mismatch between the generated and the reference
power. Such deviations not only degrade power quality but also impose excessive electrical and
thermal stress on the generator components, potentially affecting long-term reliability.

Similarly, the reactive power (as shown in Figure III.13(b)), which is expected to maintain a
reference value of zero to ensure a good power factor operation, experiences a clear overshoots and
downshoots during each wind sudden change. This temporary deviation indicates that the controller
temporarily loses its ability to regulate reactive power under extreme conditions, resulting in

fluctuations that may cause additional losses and affect the stability of the electrical system.
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Figure II1.13 Dynamic response of powers under the BSC technique for step changes in wind speed with
abrupt variations; (a) Active power tracking performance, (b) Reactive power regulation performance.

These findings highlight a critical limitation of the BSC approach in handling aggressive wind
speed variations, where the transient instability significantly impacts the quality of the generated
power. The presence of overshoots/undershoots and oscillatory behavior in active and reactive
powers underscores the need for an enhanced control strategy capable of mitigating these transient
effects and ensuring smoother power regulation.

To address these limitations, the hybrid BSC-LQR control strategy has been introduced and
analyzed under the same abrupt wind speed scenario. As shown in Figure II1.14, the simulation
results demonstrate the superior performance of the hybrid controller in mitigating power
fluctuations. The active power exhibits highly accurate reference tracking, effectively eliminating
the transient peaks observed in the BSC implementation. This smooth tracking behavior indicates
that the hybrid control is dealing optimally to overcome the peaks in case of abrupt changes in wind
speed, ensuring continuous and stable power delivery without excessive overshoots or undershoots.
Similarly, the reactive power maintains a strict adherence to reach its reference of zero, without
observable oscillations nor big chattering effects, confirming the hybrid controller’s ability to

sustain near-unity power factor operation under severe wind variations.
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Figure I11.14 Dynamic response of powers under the hybrid control design (LQR-BSC) technique for step
changes in wind speed with abrupt variations; (a) Active power tracking performance, (b) Reactive power
regulation performance.

The evaluation of the generator’s performance under the hybrid BSC-LQR technique has been
conducted, focusing on key operational parameters that reflect the system’s stability and dynamic
response. The corresponding simulation results, presented in Figure III.15, provide a
comprehensive assessment of the generator’s behavior under step changes in wind speed with
sudden variations, demonstrating the effectiveness of the proposed control scheme in ensuring
smooth and stable operation. Figures III.15(a) and III.15(b) illustrate the stator and rotor current

waveforms, respectively, both exhibiting sinusoidal profiles with minimal distortion. The
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magnitudes of both stator and rotor currents dynamically adjust in proportion to step changes in
wind speed with sudden variations, indicating an adaptive response of the control system to
changing power generation demands. The absence of abrupt transients or oscillatory instabilities
further confirms the robustness of the hybrid BSC-LQR strategy in maintaining optimal current

regulation across different operating conditions.

[y Jiii I
L THEE
] WMMWM“

Figure I11.15 Parameter Response of DFIG under the Hybrid BSC-LQR Controller: (a) stator current
(Lsabe), (b) rotor current (Isabc).

The effectiveness of the hybrid control design has also been further demonstrated through the
calculation of the Total Harmonic Distortion (THD) of the stator currents. The THD values for the
four zoomed regions identified in Figure III.15(a) were calculated, with results ranging from 0.32%
to 1.66% (seen Figure II1.16). These low THD values indicate that the hybrid BSC-LQR technique
scheme effectively minimizes harmonic distortion in the stator currents. Moreover, the smoothness
of these waveforms highlights the hybrid controller’s ability to suppress harmonic content and
mitigate current ripples, thereby reducing electromagnetic losses and enhancing the overall

efficiency of the DFIG.
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Figure I11.16 The THD of the stator currents; (a): THD of Zone 1, (b): THD of Zone 2, (c): THD of Zone
3 and (a): THD of Zone 4.

Figure II1.17(a) presents a good matching between the rotor currents and their reference values
in the dg reference frame, where the decoupled control structure of the applied strategy is evident.
The direct-axis current component Iz remains precisely regulated constant at 2.72 A,
demonstrating that reactive power is effectively controlled to maintain a near-unity power factor at
the stator terminals. This confirms the controller’s ability to eliminate unnecessary reactive power
exchange, minimizing losses and optimizing grid integration performance. Conversely, the
quadrature-axis current component /,- exhibits a dynamic variation directly correlated with wind
speed fluctuations, reflecting its role in active power regulation. The consistent and stable response
of I, without excessive oscillations highlights the effectiveness of the hybrid control approach in
achieving precise power tracking while maintaining current stability. Additionally, the
electromagnetic torque (7e.n), shown in Figure II1.17(b), follows the step changes in wind speed

with sudden variations, demonstrating the generator’s capacity to adapt to fluctuating mechanical
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inputs. The controlled torque response confirms that the hybrid BSC-LQR technique ensures
smooth torque transitions without inducing excessive oscillations or sudden peaks, which could

otherwise introduce lower mechanical stress on the drive system.
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Figure I11.17 Parameter Response of DFIG under the Hybrid BSC-LQR Controller: (a): the rotor currents
in the dq reference frame (luq), (b): the electromagnetic torque (Tem).

To evaluate the robustness of the proposed hybrid BSC-LQR control strategy under parameter
uncertainties, two distinct scenarios were considered, where the rotor resistance (R,) and mutual
inductance (M) were intentionally varied. The simulation results, depicted in Figures III.18 and
III.19, provide a comprehensive assessment of the controller’s performance under these

perturbations.

Figure I11.18 illustrates the behavior of active and reactive power when the rotor resistance R,
is subjected to variations. Despite this perturbation, the proposed BSC-LQR control strategy
demonstrates a high degree of robustness, effectively against the resistance fluctuation. The
controller maintains a well-regulated stator active and reactive power profile, ensuring minimal
deviations from the desired reference values. Additionally, the control scheme exhibits excellent
disturbance rejection capabilities, as evidenced by the rapid stabilization of power dynamics
without noticeable overshoot or undershoot transients. This result confirms that the proposed

approach can reliably handle variations in R, while preserving system stability and performance.
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Figure II1.18 Powers behavior under the BSC-LQR technique with R, variation; (a) Active power
tracking performance, (b) Reactive power regulation performance.

Similarly, Figure II1.19 presents the stator active and reactive power response under variations
in the mutual inductance M. The results reaffirm the robustness of the control strategy, as the power
trajectories remain highly stable despite the imposed uncertainty. The controller effectively
mitigates any adverse effects introduced by changes in M, maintaining precise power tracking with
minimal steady-state error and reduced fluctuations.

Collectively, these results validate the superior performance of the hybrid BSC-LQR control

strategy in regulating both electrical variables of the DFIG system. The ability to maintain smooth
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sinusoidal current waveforms, effectively decouple active and reactive power components, ensure
stable electromagnetic torque dynamics, and minimize harmonic distortion underscores the
controller’s robustness in managing wind energy conversion efficiently. These findings
demonstrate that the proposed hybrid control methodology successfully addresses the inherent
limitations of conventional approaches, enhancing the reliability, efficiency, and stability of the

wind energy generation system under fluctuating in wind conditions.
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Figure II1.19 Powers behavior under the BSC-LQR technique with M variation; (a) Active power
tracking performance, (b) Reactive power regulation performance.
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II1.7 Conclusion

In this chapter, the control design for DFIGs has been systematically developed and analyzed.
The chapter began with the construction of the control model, including the definition of the
operational loops and classification of control strategies, laying the foundation for understanding
the DFIG’s control architecture. Advanced methodologies such as nonlinear control using BSC
and optimal control through the LQR were explored in detail. The integration of these approaches
in a hybrid control design was proposed to leverage their individual advantages and address the
challenges of DFIG operation. The active and reactive stator powers were effectively controlled
using the proposed control strategies, ensuring precise and efficient performance. The hybrid
design, which combines BSC and LQR, demonstrated its ability to optimize the power and current
loops of the DFIG, offering robust control under various operating conditions benefiting from both
controls where BSC handling the system nonlinearity and robust against parameter uncertainties
while LQR handling against sudden external disturbance underscore balancing performance and
control effort.

The effectiveness of the proposed control designs was validated through comprehensive
simulations in MATLAB/Simulink. The simulation results highlighted the capability of these
control strategies to achieve stable, efficient, and reliable operation of the DFIG, even under
dynamic conditions. The comparative study between BSC and the hybrid control approach
underscored the significant performance improvements achieved through the hybrid design,

making it a promising solution for advanced DFIG control systems.
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Chapter IV Standalone DFIG Control and Fault Detection Using Advanced Estimation Techniques

IV.1 Introduction

This chapter presents a comprehensive study on the compensation of current sensor faults in a
standalone Doubly-Fed Induction Generator (DFIG) system using the Extended Kalman Filter
(EKF) observer. Current sensors play a crucial role in ensuring accurate and reliable control of
renewable energy systems. However, their failure can significantly impact the stability and
performance of the system. Therefore, this chapter aims to analyze the effects of sensor faults and
evaluate the effectiveness of the EKF observer in estimating unmeasured currents and maintaining
system performance.

To achieve this, a series of simulation scenarios have been designed to assess the impact of
current sensor loss and the ability of the EKF observer to compensate for missing measurements.
The study begins by investigating the system’s response in the absence of sensor compensation,
where the removal of a single current sensor during operation is examined to highlight its effect on
voltage and current tracking. Subsequently, the EKF observer is introduced to estimate the missing
stator and rotor currents, demonstrating its capability to restore accurate current measurements. In
more advanced scenarios, multiple sensor failures are considered simultaneously to assess the
robustness of the proposed observer under more challenging fault conditions. The simulations
analyze key performance indicators, including voltage tracking, generated current waveforms,
residual analysis, and fault detection accuracy.

Through this structured investigation, the chapter provides valuable insights into the
importance of sensor redundancy and observer-based estimation techniques for improving the
reliability of DFIG-based wind energy systems. The findings contribute to the development of more
resilient control strategies capable of maintaining optimal performance even in the presence of

sensor malfunctions.
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IV.2 Direct stator voltage control (DSVC) approach for a standalone DFIG
based wind energy conversion system

IV.2.1 System Overview

The direct stator voltage control (DSVC) strategy is essential for regulating the stator voltage
of a stand-alone Doubly-Fed Induction Generator (DFIG) in wind energy systems, particularly
under fluctuating wind speeds and load conditions. This approach ensures stable and balanced
voltage output, which is critical for the reliability of isolated power systems. The following sections
detail the key aspects of DSVC in this context [1-2].
IV.2.2 Control Objectives: The primary objectives of DSVC include:

e Maintaining a constant stator voltage amplitude despite variations in wind speed.;

¢ Ensuring a balanced and sinusoidal stator and rotor current;

e Regulating the rotor-side converter (RSC) to compensate for disturbances and unbalanced

loads.

IV.2.3 Implementation of DSVC Strategy

The direct stator voltage control (DSVC) strategy relies on regulating the rotor-side converter
(RSC) to maintain a stable stator voltage. This section details the step by step implementation of

the DSVC technique, ensuring precise control over the DFIG system in standalone mode.

Step 1: Stator Voltage Reference Generation and Regulation

The actual stator voltage magnitude is calculated using [3]:

Vil = | (Va)? + (Ves)’ (Iv.1)

The actual stator voltage V;is measured and compared to V; . where the difference between
them is processed through a Pl regulator. This results in obtaining the reference rotor current I3 y¢f
lay yer = PI(Vs ., — V) (IV.2)
Step 2: Quadrature Rotor Current Calculation
The quadrature axis rotor current reference Igy o5 1s determined based on the stator current
using:

lgr ref = L_Slqs (IV.3)
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Step 3: Transformation of Rotor Current References

The computed rotor current references Iy rof and Iy, o are transformed into the rotor’s
stationary reference frame to obtain the rotor current reference in abe coordinates I, 0. Where

the transformation from the dq rotating reference frame to the abc stationary reference frame using

inverse Park transformation as following:

. 1
larre; l[ cos(0) —sin(0) 5 ]l
-re I
= |2 _z2m —si _z2m L[| ar-ref
Ipr or | = \[; | cos(6 — ) sin (6 = ) % | [ Iq”ef] (IV.4)
lerrey | cos(6+ 2?71) —sin(6 + %n) iz |

Step 4: Hysteresis Based Current Control for RSC

After transforming the rotor current references into three-phase currents I,.qpc e, the next step
is to regulate these currents using hysteresis-based current control in the rotor-side converter
(RSC). This control technique ensures that the actual rotor currents accurately follow their
reference values, thereby maintaining the desired stator voltage.

The process begins by measuring the actual rotor currents /,.4;. and comparing them with their
respective reference values. The differences between these currents, known as error signals, are
then processed through a hysteresis controller. This controller operates by defining an upper and
lower tolerance band around each reference current. Whenever the actual current deviates beyond
this band, the converter switches are adjusted to bring it back within the desired range.

By continuously adjusting the rotor-side converter’s switching states, the hysteresis controller
ensures precise current regulation, allowing the direct stator voltage control (DSVC) strategy to
effectively stabilize the stator voltage. This approach is particularly advantageous due to its fast
dynamic response, simplicity of implementation. Figure IV.1 represents the block diagram of

DSVC that is applied to standalone DFIG [3-6].
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Figure IV.1 Block diagrambftespresentation a direct stator voltage control (DSVC) strategy in a standalone
DFIG system.

After implementing DSVC, the following section will discuss the importance of current
sensors, the principle of observation techniques, and their types for compensating for sensor
absence or failure. Additionally, it will cover the application of the Extended Kalman Filter (EKF)
to detect and estimate both rotor and stator currents, thereby enhancing system performance and

fault diagnosis.

IV.3 EKF for detect the faults and estimate rotor and stator currents of
standalone DFIG

IV.3.1 Importance of current sensors in DFIG systems

Current sensors are essential components in Doubly-Fed Induction Generator (DFIG) systems,
where they enable real-time monitoring and control of power flow. By providing accurate current
measurements, these sensors support advanced control strategies that optimize energy conversion
efficiency and maintain system stability. Additionally, they play a crucial role in fault detection
and protection mechanisms, preventing potential damage from overcurrent conditions or
component failures. Their reliability and precision are fundamental to ensuring the efficient and

secure operation of modern energy generation systems.
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IV.3.2 Overview of Current Sensor Faults and Their Impact on DFIG Control
Faults in current sensors, such as drift, noise, or failure, can severely disrupt the control of
DFIG systems by providing inaccurate or missing measurements. This leads to instability in power
regulation, degraded dynamic response, and potential damage to system components due to
unregulated currents. In standalone and grid-connected DFIG systems, sensor faults can mislead
the controller, causing improper modulation of control parameters, which may result in power
quality issues or loss of synchronization. To mitigate these effects, robust fault detection and

observation strategies [7].
1V.3.3 Estimators

Estimators are computational methods that utilize the state model of the system. Operating in
an open-loop configuration, they lack feedback, making them highly sensitive to modeling errors
and system disturbances. These estimators rely on a replica of the system model, either in steady-
state conditions (static estimator) or during transient operations (dynamic estimator). The dynamic

behavior of an estimator is influenced by the intrinsic modes of the machine [8-9].

IV.3.4 Observers

Observers are designed to estimate parameters that are technically difficult to measure directly
or those whose measurement is lost during operation. In such cases, observers are used to estimate
these parameters by utilizing information that is more easily accessible through sensors.
Essentially, "an observer is an estimator with feedback" This feedback involves comparing the
estimated values to the measured values provided by the sensors, thereby reducing the observation

error [8-9, 10-11].

IV.3.5 Principle of Observers

In many electrical systems, including Doubly-Fed Induction Generators (DFIGs), certain state
variables cannot be directly measured due to sensor limitations or failures. Observers are employed
to estimate these unmeasured or inaccessible states using available system inputs and outputs. The
primary objective of an observer is to reconstruct the missing state variables through indirect
estimation techniques, enabling improved monitoring and control of the system. This approach
enhances operational reliability by compensating for sensor deficiencies and ensuring accurate
state feedback for advanced control strategies. Figure IV.2 provides a schematic representation

illustrating the principle of observer operation [8], [12].
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Figure IV.2 Schematic diagram of an observer.

IV.3.6 Classifications of Sensor Faults observation techniques

Observers play a critical role in electrical applications, as they contribute to the continuity of
operation by estimating the values of parameters whose sensors may have failed. Furthermore,
observers can help identify the location of faults, thereby ensuring the system’s operational stability
and maintaining the efficiency of control systems in generators. Various types of observers, such
as the Luenberger Observer (LO), Sliding Mode Observer (SMO), Model Reference Adaptive
System (MRAS), and Extended Kalman Filter (EKF), are commonly used to detect and estimate

sensor faults in these systems [13-15].

IV.3.7 Design of the DFIG’s for estimate and diagnostics currents using EKF
1V.3.7.1 Extended Kalman Filter (EKF)

The Extended Kalman Filter (EKF) is a state observer designed for use in nonlinear systems,
operating effectively in stochastic environments by reducing the error variance between actual
variables and their estimates. It is particularly useful in sensorless control applications, such as
estimating the rotor position and speed, as well as current estimation in Doubly-Fed Induction
Generators (DFIGs). By utilizing available voltage and current measurements from the machine,
the EKF can reconstruct system states that are difficult to measure directly. In the case of DFIG
systems, the EKF provides accurate estimates of both rotor and stator currents, enhancing fault

detection capabilities and ensuring reliable performance during real-time operation [16-17].
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1V.3.7.2 Principle of the EKF technique

The principle of the EKF lies in its ability to predict the system’s state based on a dynamic
model while accounting for measurement noise and process disturbances. In a DFIG system, the
EKF operates by recursively updating estimates of system states such as the currents through
iterative corrections based on measured data. This process involves a two-step operation: prediction
and update. During the prediction phase, the EKF uses the system model to predict the next state,
and in the update phase, it adjusts the prediction based on the difference between the predicted and
measured outputs. The EKF’s ability to handle non-linearity and its optimal performance in noisy
environments make it an ideal choice for fault detection and state estimation in DFIG systems [16-
17].
1V.3.7.3 EKF observer equations

The Extended Kalman Filter (EKF) is an estimation technique that uses a state-space model to
predict and update system states based on voltage and current measurements. It assumes the noise
in the system is Gaussian, with process noise uncorrelated to measurement noise. The EKF
optimally adjusts estimates using a calculated gain to refine state predictions. In DFIG systems, the
EKF observer equations are derived from a linearized state-space model, where the system states
are iteratively updated based on measurements. This allows for real-time corrections, improving
the accuracy of state estimation and ensuring reliable system performance even with sensor faults
or uncertainties.

The EKF observer equations are derived from the following general state-space representation of
the system [18]:

{)'c = [A]x + [Blu (V.5)

y=I[Clx
x 1is the state vector is expressed in the fixed (o-p) reference frame, where [, and I represent the
stator and rotor currents in the aff frame, respectively. The input vector u consists of the applied
voltages, while the output vector y represents the measured currents. It should be noted that the
matrices [A], [B], and [C] correspond to the state-space matrices of the DFIG machine model to
the input and output measurements. These state-space equations are crucial for the proper
estimation of the rotor and stator currents using the Extended Kalman Filter (EKF) in a DFIG-

based system.
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1V.3.7.4 Application of EKF for detect the faults and estimate rotor and stator
currents of standalone DFIG

To apply the Extended Kalman Filter (EKF) for estimating the stator and rotor currents and
identifying the faulty sensor location during operation, we model the Doubly Fed Induction

Generator (DFIG) in the (a, B) reference frame, which is aligned with the rotating magnetic field.

Under steady-state conditions, the system can be expressed as follows:

X1 = [A1]x; + [B1]uy
Iv.6
y1 = [Ci]x ( )
In this context, the state-space matrix is:

[ R, w,M? R.-M w,M
oLg oLgL, oLgL, oLg
w,M? R, wM R M?
A = oLgL, oLg oLg oLgL,
! RsM w M R, Wy
olLgL, oL, oL, o
wrM R.M Wy R,
| oL, oLgL, o oL, |
The input matrix:
— 1 M -
— 0
oL olLgL,
1 M
0 —
oL olLgL,
Bi=l iy 1
— 0 0
oLL, oL,
M R,
0 - 0 —
I oLgL, oL,
And the output matrix is:
1 0 O 0
_10 1 0 0
“=10 0 1 o
0 0 O 1

Where: x; = [lgs, Igs) lars Igs] trepresents the stator vector compressing the stator and rotor currents

in the o reference frame; uy = [Vis, Vas, Virs V[gs]tare represents the input voltage vector; y,is the
output vector.
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The application of the Extended Kalman Filter (EKF) for fault diagnosis and the estimation of
stator and rotor currents relies on identifying discrepancies between the sensor measurements and
the values estimated by the EKF bank derived from the state-space model. These discrepancies are
processed during the decision-making phase to accurately pinpoint the faulty sensor. This approach
leverages the EKF’s capability to analyze dynamic system states and deviations, thus ensuring

precise fault detection and improving the system’s operational reliability.

1V.3.7.4.1 Discretization Process
The discretization process is a critical step in adapting the continuous-time state-space model
of the Doubly-Fed Induction Generator (DFIG) to a discrete-time framework, suitable for digital
implementation. The state-space model is initially defined by the continuous-time matrices. To
achieve discretization:
The discrete-time state matrix A, is computed using the matrix exponential:
Ag = e™Ts (IV.7)
Where T; is the sampling time.
The discrete-time input matrix By is derived from the continuous-time model:
By = AT (Ag-I4.4) By (IV.8)
These matrices, A; and By, form the backbone of the EKF’s discrete-time implementation,
enabling the prediction and update of system states based on sampled data.
1V.3.7.4.2 Prediction Step
The prediction step represents the initial phase of the Extended Kalman Filter (EKF) algorithm,
where both the system’s state and covariance are predicted based on the discretized model and
control inputs. This step is essential for accounting for the system’s dynamic behavior before

integrating new measurements. The prediction step comprises two main components [17] [19]:

e State prediction: The process of forecasting the system’s state based on the previous state
estimate and control inputs:
Yiprea = AaYViest T Baus (Iv.9)
Where y4.5:1s the previous state estimate, and u4 is the control input vector.
e Covariance prediction: The estimation of the error covariance associated with the predicted
state, which helps quantify the uncertainty in the prediction:

Ppred = AgPest Aé +0Q (IV.10)
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Where P,; is the previous state estimate and Q is the process noise covariance matrix,

modeling uncertainties in the system dynamics.
1V.3.7.4.3 Update Step

The update step refines the predicted state and covariance using the incoming measurements,
ensuring accurate estimation of rotor and stator currents. This step involves three key components

[17] [19]:

e Kalman Gain Calculation: The Kalman gain (K) determines the degree of influence
assigned to the measurement relative to the prediction:
K = Pprea Clt(Cl Ppredclt + R)_l (IV.11)

Where R represent the measurement noise covariance matrix.

e State Update: The updated state estimate incorporates the predicted state and the

measurement residual:

Viest = Vipre +K(y,— G Vipre ) (Iv.12)

In the context y; represents the measured output vector.

e Covariance update: The updated covariance matrix reflects the reduced uncertainty after
incorporating the measurement:

Pest = (I = K C1)Ppreq (IV.13)

To illustrate the operation of the Extended Kalman Filter (EKF) in estimating rotor and stator

currents, the following figure outlines the key stages of the EKF process. This visualization

highlights the steps of prediction and update, which are critical for achieving accurate state and

covariance estimations in a DFIG system.
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JI0SUdS

Update Step

Output

Figure IV.3 Diagram of the Extended Kalman Filter (EKF) Process in DFIG Current Estimation.

IV.3.7.5 Residual Calculation
The residual involves calculating the difference between the measured currents and the

estimated currents, as expressed by the following equation:

Residual = y; — Viest (IV.14)
This difference serves as an indicator of sensor performance and is utilized for fault detection.
By monitoring this discrepancy, it becomes possible to identify anomalies and ensure reliable

operation of the system.

1V.3.7.6 Fault Detection Algorithm

A fault detection mechanism identifies faulty sensors based on the root mean square (RMS) of
the residual and a predefined threshold. Where If the maximum RMS value exceeds the threshold,

the corresponding sensor is flagged as faulty.
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IV.4 Simulation Results and Analysis

Figure IV.4 provides a detailed representation of the overall system, illustrating the application
of Direct Stator Voltage Control (DSVC) in conjunction with an Extended Kalman Filter (EKF)
observer for rotor and stator current estimation and sensor fault detection in a standalone Doubly
Fed Induction Generator (DFIG). The system consists of a DFIG driven by a wind energy source,
where the stator is directly connected to a three-phase resistive load, while the rotor is controlled
via an inverter. The DSVC strategy is employed to regulate the stator voltage, ensuring stable
operation under varying conditions. Simultaneously, the EKF observer estimates the rotor and
stator currents, compensating for potential sensor failures and contributing to fault detection and
diagnosis.

To evaluate the performance of the proposed control strategy, a simulation study was conducted
in MATLAB/Simulink. The implemented system integrates the DSVC technique with the EKF
observer to estimate rotor and stator currents and diagnose sensor faults in a stand-alone DFIG.
The simulation framework is designed to assess the effectiveness of the control approach under
various operating conditions and fault scenarios. The analysis begins by demonstrating the
performance of the DSVC and EKF observer under normal operating conditions. The estimated
rotor and stator currents obtained through the EKF observer are compared with their actual values
to validate the accuracy of the estimation process. Next, different fault scenarios are introduced by
remove the current sensors to evaluate the system’s ability to detect and locate sensor faults.

The simulation results provide a comprehensive evaluation of the DSVC strategy combined
with EKF for sensor fault detection, highlighting its robustness in estimating missing current

measurements and ensuring the continuity of operation in stand-alone DFIG-based systems.
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Figure IV.4 DSVC Applied to a DFIG System with EKF Observer for Rotor and Stator Current
Estimation and Sensor Fault Detection.

The performance of the standalone Doubly-Fed Induction Generator (DFIG) under Direct
Stator Voltage Control (DSVC) without an observer is illustrated in Figure IV.5. This scenario
evaluates the impact of the absence of current sensors on the generator’s performance under steady-
state operating conditions. The system is tested with a stator voltage reference Vsrer=150 V, a
connected load of 2 kW, and an operating speed of 1200 rpm.

As depicted in Figure IV.5.a, during the initial time interval (0-1s), the stator voltage
Vs accurately tracks the reference value of 150V, demonstrating the effectiveness of DSVC.
However, from (1-2s), the stator current sensor is deliberately removed, leading to noticeable
performance degradation, characterized by increased chattering in V;. When the missing current

sensor is reinstated at (2-3s), the system recovers, and the chattering effect is reduced.
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Subsequently, from (3-4s), a rotor current sensor is removed, significantly increasing chattering in
Vs, further impacting voltage tracking. Finally, from (4-5s), restoring the rotor current sensor
reestablishes proper voltage tracking, confirming the crucial role of current sensors in maintaining
system stability. Figures IV.5.b and IV.5.c illustrate the measured stator and rotor currents (/s apc
and I, a»c) in the abc reference frame. The disturbances observed during sensor removal highlight
the critical role of current sensors in ensuring stable operation and maintaining the quality of
generated electrical power. These findings emphasize the necessity of integrating observers to
compensate for sensor failures, thereby preserving the accuracy of current estimation and ensuring

the reliability of the control strategy.
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Figure IV.S Performance of standalone DFIG under DSVC control without observer Impact of current
sensor failures on system stability.
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The EKF observer is introduced to estimate the rotor and stator currents, compensating for any
missing current sensor measurements. Figure IV.6 presents the estimated currents obtained through
the observer and compares them with the measured currents. Specifically, Figure IV.6.a illustrates
the measured stator current Iy, alongside its estimated counterpart /s s, While Figure IV 6.b
displays the measured rotor current /,, compared to the estimated /.4 esr. The results demonstrate
the strong performance of the EKF observer in accurately estimating both stator and rotor currents,

ensuring reliable system operation despite sensor failures.
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Figure IV.6 Performance of the Standalone DFIG under EKF observer for rotor and stator current
estimation.

To evaluate the performance of the system in the absence of EKF observation, a single current
sensor fault was intentionally introduced during operation. Specifically, one of the stator current
sensors was disconnected between (1-2s), followed by its reconnection. Subsequently, between (3-
4s), a rotor current sensor was removed. Figure IV.7.a illustrates that during the first second (0-1s),

the stator voltage Vg effectively tracks its reference Vg o demonstrating stable operation. However,

between (1-2s), the stator current sensor I, was deliberately removed, followed by the rotor current
sensor I, between (3-4s). Despite these sensor losses, the tracking performance of V; relative to

V; _remained unaffected. Furthermore, the output currents of the standalone DFIG, represented

_ref
by Is ave and I- ape, retained their sinusoidal shape without distortion, as depicted in Figure IV.7.b
and Figure IV.7.c. This highlights the robustness of the EKF observer, which successfully

compensated for the missing current sensor signals by providing accurate estimations.
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Figures IV.7.d and IV.7.e further validate this performance by showing the comparison
between the measured and estimated stator current (Zs, and /s, es) and rotor current (/4 and L4 est),
respectively. The strong agreement between the measured and estimated currents confirms the
effectiveness of the EKF in maintaining accurate current estimations even in the absence of sensors.

Additionally, Figure IV.7.f presents the residual signals, representing the difference between
the measured and estimated currents. These residuals serve as indicators for fault detection, where
significant deviations signal a sensor failure. Finally, Figure IV.7.g visualizes the faulty sensor
identification mechanism. The fault detection system assigns each sensor a position from 1 to 6
(Lsa=1, =2, Isc=3, I,«=4, [+=5, I,=6). A threshold of 0.4 A is set, and if the residual exceeds this
threshold, the faulty sensor is identified and flagged accordingly.

The results obtained in this scenario further demonstrate the efficiency of the EKF observer in
maintaining the stability of the standalone DFIG by accurately estimating the missing current
signals. This highlights its crucial role in ensuring system reliability, even in the presence of sensor

faults.
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In this scenario, the effectiveness of the EKF observer in compensating for missing current
sensors and detecting faulty sensors is evaluated under multiple sensor fault conditions during
operation. Unlike the previous cases, this scenario introduces simultaneous sensor failures to assess
the robustness of the observer. The following sequence of sensor faults was applied:

e The stator current sensor Iy, was removed from 1 to 3s.

e The stator current sensor I, was removed from 2 to 4s.

e The rotor current sensor /,, was removed from 3 to Ss.

Figure IV.8.a illustrates the stator voltage Vs tracking the reference voltage Vs, - showing stable

tracking performance without any significant increase in chattering, despite the presence of
multiple sensor faults.

Figures IV.8.b and IV.8.c present the generated stator and rotor currents, which maintain a well-
sustained sinusoidal waveform, confirming that the EKF observer successfully compensates for
missing current measurements.

Figure I'V.8.d depicts the residuals, representing the difference between the measured and estimated
currents, which indicate sensor malfunctions.

Figure IV.8.e provides the sensor fault detection results, where:

From 1 to 2s, the system identifies the absence of /., marked as 1.

From 2 to 3s, both /i, and Iy are missing, with the indicator oscillating between 1 and 2.

From 3 to 4s, I;» and Ira are simultaneously missing, causing the fault indicator to switch between
2 and 4.

From 4 to 5s, only /,, remains missing, marked as 4.

In the time intervals 0 to 1 second and 5 to 6 seconds, no sensor faults occur, and the indicator
remains at 0.

These results demonstrate the EKF observer’s ability to maintain accurate current estimation and
effectively detect multiple sensor failures, ensuring robust fault compensation and stable operation

of the standalone DFIG system.
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Figure IV.9 presents the comparison between the measured currents and those estimated by the
EKF observer, both before and during the absence of specific current sensors. The results
demonstrate the effectiveness of the EKF observer in accurately estimating the missing currents,
ensuring stable system operation despite sensor failures.

Figure I'V.9.a illustrates the measured stator current /y, alongside its estimated counterpart ls;_es:.
The figure shows a perfect match between the two signals, confirming the high accuracy of the
EKF observer. Even when the sensor for I, is removed between 1 to 3s, the estimated current
closely follows the actual behavior, compensating for the missing measurement.

Figure IV.9.b depicts the measured stator current /s» and its estimated value /s esr. Similarly, the
EKF observer effectively tracks the current, maintaining a precise estimation even when the Iy
sensor is removed between 2 to 4s. This demonstrates the observer’s capability to reconstruct
missing data and ensure uninterrupted system performance.

Figure IV.9.c displays the measured rotor current /., and its estimated counterpart /.4 esr. The
results indicate a perfect correlation between the two signals, confirming the EKF observer’s
reliability. Despite the absence of the I, sensor between 3 to 5s, the observer accurately
reconstructs the missing current, maintaining system stability.

These findings validate the effectiveness of the EKF observer in compensating for current sensor
failures, ensuring accurate current estimation even in cases of multiple simultaneous sensor losses.
This capability is crucial for enhancing the reliability and fault tolerance of standalone DFIG-based

wind energy systems.
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IV.5 Conclusion

This chapter has provided an in-depth analysis of the impact of current sensor faults on the
performance of a standalone DFIG system and the effectiveness of the EKF observer in
compensating for such faults. The simulation results demonstrated that sensor failures significantly
affect voltage and current tracking when no compensation mechanism is employed. However, the
implementation of the EKF observer successfully estimated the missing currents, ensuring stable
and accurate system operation.

Furthermore, a fault detection strategy based on residual analysis was evaluated, effectively
identifying faulty sensors and distinguishing between different fault conditions. The results
confirmed that the EKF observer is a powerful tool for maintaining system reliability by providing
accurate current estimations and enabling prompt fault identification. The study also highlighted
the observer’s robustness in handling both single and multiple sensor faults without compromising
the quality of the generated electrical signals.

These findings emphasize the importance of advanced observer-based fault compensation
techniques in renewable energy systems. Future research could explore the integration of more
sophisticated filtering methods or artificial intelligence-based approaches to further enhance fault
detection accuracy and compensation efficiency. Additionally, experimental validation of the
proposed approach could be conducted to confirm its applicability in real-time implementation

DFIG-based wind energy systems.
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Chapter V Advanced Control and Sensorless Estimation for Standalone DFIG Systems

V.1 Introduction

This chapter focuses on the development and analysis of a comprehensive control and
observation for standalone Doubly-Fed Induction Generator (DFIG) systems. The first section
emphasizes the design of a sensorless speed estimation technique based on the Model Reference
Adaptive System (MRAS), tailored to the unique requirements of standalone systems. By
eliminating the need for mechanical sensors, the MRAS enhances system reliability, reduces
complexity, and significantly lowers operating costs, making it particularly suitable for standalone
applications. The theoretical foundation and operational principles of the MRAS are discussed,
highlighting its robustness and accuracy under standalone conditions. This section concludes by
detailing the application of the MRAS observer to estimate the rotor speed of the DFIG, effectively
replacing the speed sensor.

Building on this foundation, the second section introduces Model Predictive Control (MPC) as
a primary control strategy for standalone DFIG systems. The discussion encompasses the
definition, historical evolution, and key advantages of MPC, along with its limitations and various
types. Specifically, the Finite-Set Model Predictive Current Control (FS-MPCC) is applied,
demonstrating its capability to achieve effective current regulation and dynamic performance in
standalone systems.

The third section highlights the seamless integration of FS-MPCC with the MRAS observer,
forming a unified control-observation scheme optimized for standalone DFIG environments.

The final section provides a detailed configuration of this co-design, illustrating the interaction
between the FS-PCC-based control strategy and the MRAS speed estimation approach. The
proposed system’s performance is evaluated through MATLAB simulations and experimental
verification conducted in the Electrical Engineering Laboratory (LGEB) at the University of
Biskra. Results are analyzed under a variety of dynamic scenarios, including sudden changes in
speed, load, and reference voltage. Comparisons between simulation and experimental findings
underline the consistency and reliability of the proposed approach, validating its effectiveness for
real-time applications.

V.2 Design of sensorless speed using MRAS for standalone DFIG

This section outlines the study and application of a sensorless speed observation system for
Doubly-Fed Induction Generators (DFIGs) based on the Model Reference Adaptive System
(MRAS). By eliminating the need for speed sensors, this approach simplifies the system, reduces

115

——
| S—



Chapter V Advanced Control and Sensorless Estimation for Standalone DFIG Systems

associated costs, and enhances overall reliability. The applied observation system employs an
adaptive mechanism that continuously evaluates and aligns the actual performance of the DFIG
with a predefined reference model to achieve accurate and responsive speed regulation. As part of
this work, a reference model reflecting the desired speed behavior of the DFIG has been constructed

to ensure consistent and optimal performance across various operating scenarios.

V.2.1 Principle of the MRAS Method

A Model Reference Adaptive System (MRAS) is a technique used for state estimation in
dynamic systems, such as electrical machines. It works by comparing the measured values (e.g.,
currents or speeds) with those estimated by an adjustable model based on the system’s analytical
equations. The adaptation mechanism then adjusts the model to reduce the error between the
measured and estimated values. This process allows the MRAS to track the system’s behavior
accurately. While it offers benefits like simplicity and fast computation. So, the principle of MRAS
technique can be detailed in the Figure V.1 as follows [1-5]:

R Xref
> Reference model
&
System Wl Xagj
_|_' Adjustable model

L Adaptive <

Yest Mechanism

Figure V.1 Block diagram of principle MRAS estimator.
1V.2.2 Application of MRAS Observation for estimation DFIG speed

To apply the Model Reference Adaptive System (MRAS) for rotor speed estimation in a Doubly-
Fed Induction Generator (DFIG), the following principal steps are generally involved [6-7]:

e The reference model

The first step is to establish a reference model based on the DFIG’s dynamic equations in Park
frame of reference. This model provides a theoretical estimate of the rotor currents. After Park

transformation the mathematical model of a generator in the dg reference frame simplifies the stator
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electrical equations under steady-state conditions, where the derivatives of the magnetic fluxes are

d . . . .
Zero ( (pds = % = 0). This leads to a clearer understanding of the relationship between stator and

rotor currents, essential for effective control and estimation in various applications. Where the

following equation presents the simplified stator equation voltages:

{Vds = Rslgs — wsLslgs — wsMlg, V. 1)

Vgs = Rslgs + wslglys + wgMl g,
By using the final electrical equation for the stator, the rotor currents I, o5¢ and Ig, ¢s:Can be

estimated as equation (V. 2).

dr_est = ( - a)sLsIds)

(V.2)
Iqr_est = ws_M (Vas — Rslgs + a)sLqus)

e The Adjustable model

The second model is an adjustable one, designed to estimate the rotor current components (in
both dg-axes) by directly measuring the rotor currents using a current sensor and then transforming
them from the abc to dg system using the Park transformation (equation V.3). The continuous
feedback loop not only improves the estimation of the rotor position but also ensures the optimal

performance of the DFIG system.

[ cos(0) cos(0 — —) cos(6 + _) ]l I
] ar_meas
[ o \[_I —Slﬂ.(e) — sin (9 - _) - Sln(e + ) I Ibrmeas (V.3)
Iqr_ ad} 1 l ler.
1 cr_meas
l J‘ V2 2 J

The following sections explain the key aspects of this process.

e Error Calculation:

The difference between the rotor currents that estimated from the reference model I, .5and the
measured rotor current Iy, ,4; from adjustable model. This error represents the discrepancy

between the actual and estimated rotor current components.

Eigr = Iqr_est - Iqriadj (V.4)
e Adaptation Mechanism:

Using the error g4, between the reference and the adjustable model, the PI regulator adjusts the

parameters of the adjustable model. This mechanism works to reduce the error and make the
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electrical estimated rotor speed w; (¢ converge toward the measured electrical rotor speed w,. the

following equation:

Wr est = (Kp + %) E1gr (V.5)

e Rotor Speed Estimation:
To obtain the mechanical speed of the DFIG rotor, the estimated electrical speed w,. ¢ 1s divided

by the number of pole pairs, as shown in the following equation:

_ Wrest (V 6)

wmec_est - p

Through these steps, the MRAS technique efficiently estimates the rotor speed of the DFIG,
offering an effective solution for sensorless operation and enhancing the performance of control
systems in wind energy applications. The following figure provides a detailed illustration of the
application of the Model Reference Adaptive System (MRAS) to a wind energy system based on
the Doubly-Fed Induction Generator (DFIG) [8-14]:

Rotor Stator
[ DFIG | Load
\ )
Isabc Vsabc
1 | P
frave 6 Park — Eq(V.2)
4 Transformation | ")
0!1
Eq(V.3) X Reference model
a Iqr,ref
l Idr Iqr er—est

Lgr_aaj +
Meseurd (1,4, 1,,) gr_adj > @

Adjustable model

slqr

1)
s

Wmec_est |l Wr_est

Figure V.2 Estimation the rotor speed of the standalone DFIG using Model Reference Adaptive System
(MRAS).
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V.3 Design of the MPC based control design for the stand alone DFIG

In this section, the application of Model Predictive Control (MPC) to the standalone Doubly-
Fed Induction Generator (DFIG) system is detailed. The focus is on the design and implementation
aspects, highlighting the control’s effectiveness in addressing nonlinearity, optimizing dynamic

response, and enhancing overall system performance.

V.3.1 Definition of MPC

Model Predictive Control (MPC) has emerged as a pivotal technique in modern control systems,
particularly for its ability to manage complex dynamics and constraints that traditional methods,
such as PID controllers, struggle to address. By utilizing a dynamic mathematical model, MPC
forecasts future system behavior and optimizes control inputs over a defined time horizon, adapting
in real-time to disturbances and changes. This adaptability is crucial for maintaining optimal
performance across various applications, including industrial processes, robotics, and energy

systems [15-18].

V.3.2 MPC History

Model Predictive Control (MPC) emerged in the 1960s as an advanced control technique based
on optimal control theory. Early conceptualization was marked by Popov’s work, which introduced
model-based prediction using linear programming methods. In 1978, J. Richalet formalized the
first industrial application of predictive control through Model Predictive Heuristic Control, later
known as Model Algorithmic Control. By the 1980s, MPC became integral in the chemical process
industry, where long time constants allowed sufficient computational time for solving the
optimization problems. D.W. Clarke further popularized MPC in the late 1980s, broadening its
application across industries. Rapid advancements in microprocessors and Digital Signal
Processors (DSPs) eventually enabled MPC’s application in fields with faster dynamics, including
power electronics, where it has become vital for high-power systems operating at low switching

frequencies [19-30].

V.3.3 Advantage

Model Predictive Control (MPC) offers several key advantages that make it a widely applicable

and effective method in control systems, where the benefit of this control like follow [31-34]:
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e One of the primary advantages of Model Predictive Control (MPC) is its capacity to manage
multiple variables concurrently through a single cost function. This unique feature allows
MPC to consider the interactions between various system parameters, optimizing control
actions to achieve desired outcomes efficiently.

e MPC’s design is conceptually intuitive and straightforward, making it easier for
practitioners to understand and implement;

e This control approach is highly versatile, suitable for a wide range of systems, including
multivariable, linear, and nonlinear systems;

e One of MPC’s strengths is its ability to handle constraints on both manipulated and
controlled variables, ensuring safe and reliable operation even under strict limitations;

e MPC can readily account for dead times and delays within the system, enhancing stability
and accuracy in tracking reference signals;

e MPC is powerful in accommodating modifications and extensions tailored to specific
application needs, which provides flexibility in its design and application;

e [t allows for automatic adaptation in the presence of measurable disturbances, maintaining
optimal performance by recalculating future control actions;

e In practical terms, MPC facilitates finite optimization over a given sampling period,
ensuring real-time applicability and ease of integration into various industrial systems.
Thus, the inclusion of MPC in control architectures enhances overall system performance,
especially in cases where system demands and constraints are known in advance, ensuring
both precision and adaptability;

e The main advantages of this control scheme are fast dynamic response and the possibility
to use any modulation method such as PWM or space vector modulation (SVM).

e MPC is notably advantageous for its ability to regulate multiple variables while ensuring
they remain within specified bounds. This capability allows MPC to handle complex
systems where constraints on variables must be respected, enhancing system stability and

performance.

V.3.4 Disadvantages

Model Predictive Control (MPC) is a powerful control strategy, yet it faces notable
disadvantages [34], [35-39]:
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e Particularly in complex systems like power converters;

e The computational demands can be significant, especially with high switching states and
extended prediction horizons, leading to increased processing times;

e MPC’s performance is heavily reliant on the accuracy of the system model discrepancies
can severely impact control effectiveness;

e The selection of weighting factors further complicates the implementation; as optimal
values are often not easily determined;

e Lastly, developing an appropriate system model can be resource-intensive, potentially

resulting in high installation costs.

V.3.5 Principal of MPC

The Model Predictive Control (MPC) principle is based on predicting the future behavior of a
system by utilizing an explicit numerical model of the system. The goal is to forecast the system’s
output over a finite time horizon, using available measurements up to the current time. The control
strategy optimizes the system’s actuation by minimizing a cost function, which considers both the
current state of the system and the reference trajectory over the prediction horizon. This process is
repeated at each sampling instant, where the most recent measurements are used to update the
predictions and determine the optimal control action. MPC stands out for its ability to take into
account future predefined trajectory information, enabling the system to adjust its behavior to align
with a desired reference over the prediction horizon. This characteristic is particularly beneficial in
systems where disturbances can be predicted, as the model can incorporate these disturbances into
the optimization process. The result is a control system with significant dynamic potential, capable
of adapting to both system behavior and external factors, making MPC a powerful tool for
achieving precise control over complex systems with time-varying dynamics. Figure V.3 explains

the MPC operating principle [31], [40-44].
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Figure V.3 Principle of Model Predictive Control, prediction horizon and control horizon.

V.3.6 Types of MPC

In the field of power electronics and electrical drives, two main types of Model Predictive

Control (MPC) are applied: Generalized Predictive Control (GPC) and Finite-State Model
Predictive Control (FS-MPC):

¢ Generalized Predictive Control (GPC) emerged in the mid-1980s as an advanced control

technology. It is characterized by its ability to predict the future behavior of the system and

optimize control actions accordingly. GPC has been widely used in various engineering

applications, offering a powerful framework for handling multivariable systems and

constraints.

¢ Finite-State Model Predictive Control (FS-MPC) gained significant attention in 2004,

largely due to the pioneering work of the Chilean researcher J. Rodriguez and his team. FS-

MPC has proven to be a highly effective alternative for numerically controlling power
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supply systems, particularly in those that integrate power converters. This approach is
appealing due to its ability to handle discrete states and manage switching actions
efficiently, making it especially valuable in industrial and academic contexts. FS-MPC has
found numerous applications in controlling power systems, offering improved performance

in terms of stability and control accuracy [43], [45-46].

V.3.7 Application of FS-MPC on standalone DFIG system

The Finite Set Model Predictive Control (FSMPC) can be utilized to predict all rotor currents
based on the proposed Finite Set Predictive Current Control (FSPCC) algorithm. This algorithm
employs a dynamic system model to forecast the system’s future behavior, aiming to optimize
control inputs over a specified time horizon while accounting for system dynamics. A key feature
of FSPCC is its use of a limited set of possible control actions, which are evaluated to predict and
improve future system states. This enables the system to respond adaptively to changes and external
disturbances, a capability crucial for managing complex systems that require precision and
adaptability in their control strategies. In the specific application studied here, FS-PCC is applied
to predict rotor currents one step ahead I, (x41) using the Euler model. This approach allows for
accurate and timely adjustments to control inputs based on the anticipated future behavior of the

system. The predictive capability of FS-PCC is formulated through the following equation:

x(K) =x(KTs)=x(t) with =2 = DB for a]) t ¢ [KT,, (k+1) To] and k € IN U {0}[47-48].

dt s
e The currents predection

The applied FSPCC on DFIG withe disecret time can be presented like follows:

aly _ Ir et~ (V.7)
dt T ’

So the the rotor predected currents in the af reference demonstrated as follows:

Leca+pi.esny =(AB + O+ AD + E))Ts + Lrarpp, (V.8)
Where;
=—; = i . _ 4 M

A=l B = (RsM + jw,MLs)I5@+pj) (k)5 o =117
C = (_RrLs +ijLTLS _ijO-LSLT)IT(a+ﬁj)k ; D = _MVs(aH.ﬁj)k;

E = LiVr@+pi).a0>

z 2
Vra+i)_k) = Vous SW; sw =z (s()+as@)+a*s3); a = exp (JT" ;

T, = e *second(s).
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e Minimization of the Cost Function:

In the application of the Finite-State Predictive Current Control (FS-PCC) strategy to a Doubly-
Fed Induction Generator (DFIG), the cost function is fundamental in optimizing system
performance by minimizing the current tracking error. Specifically, this approach reduces the

difference between the reference current I, and the predicted -current

(a+BNref (k+1)
I (a+gj)_(k+1)- The cost function serves as a selection criterion for the optimal rotor voltage vector,
with the rotor voltage that minimizes the cost value being applied. Equation V. 8 illustrates this cost

function as it is implemented [47], [49-50].
2 2
9= (Irajef(k_'_l) - Ira_(k+1)) + (Irﬁ_ref(k+1) - Ir,B_(k+1)) (V.9)

The selection of inverter voltage vectors in the FSPCC (Finite Set Predictive Current Control)
framework is directed by a cost function, which enhances control performance by evaluating each
possible switching state (8 vectors 2 from them are zero). The cost function predicts the future
behavior of controlled variables in this case, the rotor current and minimizes its deviation from
desired reference values over a specified prediction horizon. By assessing the impact of each
switching state on the expected system response, the cost function identifies the optimal voltage
vector that minimizes error while accounting for constraints such as switching frequency and
system limits. This approach ensures accurate tracking, reduced losses, and improved dynamic
performance of the electrical system. The Table 1 below shows the number and characteristics of
the voltage vectors based on the switching states:

Table 1: The different voltage vectors and switching states of voltage source converter

Conducting Modes Switching States Output Voltage Vectors Number
S:[Sa Sb Sc] Ua Uﬁ
U [0 0 0] ][O 0] 0
U, [1 0 0] [2”3dc 0]
vdc V3vdc
U, [1 1 0] | [ - 2
Us [0 1 0] | [- % e 3
Us o1 0 %= 0] 4
Us 0 0 1| -2 — ¥ovdey 5
Us [l 0 = ey 6
U, [1 1 111 [0 0] 7
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V.4 Configuration of the Control-Observation design using FS-PCC and MRAS
for Standalone DFIG

By eliminating the speed sensor and substituting the estimated speed from the MRAS observer

in place of the rotor speed previously captured by the sensor and used in FSPCC control, the

following form for the rotor currents at the next step I, (1) is obtained:

Where:

Lecaspiy ey = (AB" + C)+ AD + E)) T + Lear ),

(V. 10)

B" = (R:M +jwr_estMLs)Is(aHi’j)_(k); C'=(—R,L + jWr estLrLs _jwsaLer)Ir(a+Bj)_(k)

Figure V.4 below provides a comprehensive explanation and description of the FSPCC-based

MRAS control-observation approach applied to a standalone wind energy system based on a DFIG.

Load

DFIG

I sabc VS I .
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Figure V.4 Block diagram of Control- observation based on Sensor-less Finite set predictive current

control applied on Standalone DFIG.
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V.5 Simulation and Experimental Results with discussion

To validate and thoroughly assess the effectiveness of the proposed control-observation
framework, which integrates Finite Set Predictive Control (FSPCC) with the Model Reference
Adaptive System (MRAS) for speed estimation, a comprehensive study encompassing both
experimental and simulation phases was undertaken. The experimental investigation was
conducted in the Electrical Engineering Laboratory at the University of Biskra (LGEB), utilizing
a 3 kW DC motor to emulate the turbine’s mechanical input, coupled with a 3 kW Doubly-Fed
Induction Generator (DFIG) connected to a 4 kW three-phase resistive load. The DFIG was
operated in standalone mode, managed by a two-level IGBT inverter and controlled via a DS1004
board, as depicted in Figure V.5, which details the system’s layout and interconnections.

For accurate control and continuous monitoring, a network of current and voltage sensors was
deployed, allowing precise performance assessment and system stability tracking. The MRAS
provided sensorless speed estimation, enhancing the design’s practical feasibility. Alongside the
experimental setup, a MATLAB-based simulation with identical parameters was developed,
facilitating a comparative analysis between experimental and simulated outcomes for robust
evaluation.

To assess the control strategy’s robustness, stability, and overall effectiveness, multiple
scenarios were created and applied in both the experimental and simulation contexts. These
scenarios addressed varying operational conditions, such as sudden load variations, speed
fluctuations, and the impact of external disturbances, providing a comprehensive view of the
DFIG’s dynamic response, speed tracking capabilities, and the predictive control scheme’s
adaptability.

This dual approach, incorporating both experimental validation and simulation, reinforces the
theoretical foundation of the control-observation framework. The findings, presented in the
subsequent sections, demonstrate the system’s ability to achieve stable and efficient operation
under demanding conditions, positioning the proposed control strategy as a suitable solution for
advanced standalone renewable energy applications, particularly in the field of wind energy

conversion.
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Figure V.5 Experimental setup.

In the first scenario, the turbine simulator a DC motor was operated at a fixed rotational speed
to drive the DFIG under a constant load of 2 kW, with a reference voltage Vs ,o.r= 150 V was
applied. This scenario was analyzed using both experimental and MATLAB simulation setups,
conducted in the Electrical Engineering Laboratory at the University of Biskra (LGEB). Figures
V. 6(a) through V.6(e) illustrate the MATLAB simulation results, while Figures V.6 (a’) through
V.6(e’) display the corresponding experimental outcomes, highlighting the consistency between
both setups.

Figure V.6(a) and V.6(a’) compare the tracking performance of the mechanical speed w,,. and
the estimated speed W est, Obtained using the MRAS technique. The control-observation design
achieved a close alignment between actual and estimated speeds, with both converging at 1200
RPM. The MRAS contributed to high-precision estimation by minimizing errors and reducing
chattering effects, as observed in both simulation and experimental environment, which resulted in
faster convergence and improved control smoothness.

Figures 6(b) and 6(b”) examine the voltage regulation by comparing the reference voltage Vs ;.. ¢

with the measured stator voltage V; , showing consistent values at 150 V across both simulation
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and experimental setups. This close match demonstrates the robustness of the control-observation
design in maintaining a stable voltage with minimal deviations. The phase voltage 1, and current
I, show sinusoidal waveforms at 150 V and 9 A, respectively, in both environments, indicating
low harmonic distortion and high power quality.

Figures 6(c) and 6(c’) present the output current I,,, , which maintains a stable sinusoidal form
at 2 A in both cases (simulation and experimental) with minimizing tolerance bands and distortion,
ensuring consistent current tracking.

Figures 6(d) and 6(d’) display the reactive power (g, which hovers near zero with minimal
ripple of £5 Var in both simulation and experimental cases. This low reactive power ripple
highlights the control strategy’s effectiveness in stabilizing power flows and limiting reactive
power exchanges, thus enhancing system performance and power factor quality.

Finally, Figures 6(¢) and 6(e’) compare the reference current /.4 ,of with the actual current .,
, both showing excellent tracking at 9 A with negligible steady-state error in both setups. Active
power P is stabilized at 500 W, and electromagnetic torque T, remains at -5 Nm, with low torque
ripple across both setups. These outcomes affirm the control scheme’s capacity to maintain smooth
mechanical performance and minimize stress on generator components, underscoring the close

alignment of results achieved between simulation and experimental conditions.
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Figure V.6 Performance of sensorless finite set predictive current control (FSPCC) applied to the system.

In the second scenario, we assessed the performance of the proposed control-observation
approach on the system under abrupt changes in the reference voltage V ,.r, while keeping the
rotational speed constant at 1200 RPM and the load fixed at 2 kW. This evaluation was carried out
through both MATLAB simulation and experimental. Figures 7(a) through 7(d) represent the
MATLAB simulation results, while Figures 7(a’) through 7(d’) depict the experimental outcomes,
showing a high degree of agreement between the two setups.

Figure V.7(a) and V.7(a’) present the estimated rotational speed wyec os¢ Of the DFIG, obtained
through the MRAS technique. Both simulation and experimental data confirm that the control-
observation approach achieved stable and accurate speed estimation, maintaining a steady 1200
RPM despite the abrupt change in voltage. The absence of speed chattering and overshoot (with
minimal overshoot in simulation setup) during the voltage shift highlights the system’s stability,
with rapid rise times and minimal steady-state errors in both simulation and experimental setups.

Figures 7(b) and 7(b’) examine the system’s voltage response. Following an abrupt increase in
the reference voltage from 150 V to 200 V at 2 seconds, the system responded immediately,
achieving precise tracking with no overshoot in both simulated and experimental setups. This
prompt response illustrates the control-observation strategy’s superior voltage tracking
capabilities. Additionally, the phase voltage V;,increased smoothly from 150 V to 200 V, while the
current I,., rose proportionally from 9 A to 11 A, with sinusoidal waveforms consistent across both

environments. These observations confirm the system’s capacity to maintain a narrow current
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tolerance band and reduce distortion, supporting improved efficiency and minimized generator
stress during dynamic transitions.

Figures 7(c) and 7(c’) display the output current I;,, which increased from 2 A to 3 A following
the voltage adjustment. The good sinusoidal shape of the current in both simulation and
experimental setups demonstrates the control-observation design’s robustness in managing sudden
changes with a minimal tolerance band (TB), maintaining consistent current control.

Figures 7(d) and 7(d’) highlight the response of the electromagnetic torque T,,,,and active power
P;to the voltage change. The torque increased smoothly from -5 Nm to -10 Nm, while the active
power rose from 500 W to 800 W, both exhibiting minimal ripple in simulation and experimental
tests. The precise match between the actual current I,., and the reference current I, ¢ during this
transition, along with the stable adjustment of voltage, underscores the system’s efficient torque
and current regulation. The low ripple and smooth transition across both simulation and
experimental results confirm the proposed control-observation strategy’s capacity to handle sudden

voltage changes while maintaining stable operation.
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Figure V.7 Performance of sensorless finite set predictive current control (FSPCC) applied to the system
during variations in the stator voltage reference value Vs ,qr.

In the third scenario, the effectiveness of the proposed control-observation system was tested
under conditions of sudden load changes, while maintaining a constant DFIG operating speed and
a reference voltage V; ,orof 150 V. Both MATLAB simulation and experimental tests. Where
Figures 8(a) through 8(d) for simulation results, and Figures 8(a’) through 8(d’) for experimental
results. The results displayed close alignment between the two setups, confirming the robustness
and consistency of the control-observation system in handling load variations.

Figures 8(a) and 8(a’) show the voltage response V; in both simulation and experimental tests,
where the system maintained precise tracking of the reference voltage Vs ,.rat 150 V. When a
sudden load increase from 2 kW to 3 kW at 2 seconds, a temporary voltage undershoot of
approximately 20 V was observed. This minor undershoot, seen in both simulation and
experimental data, reflects the system’s flexibility to rapid load changes. However, the control-
observation system quickly corrected the voltage back to the reference, demonstrating superior
transient response and voltage regulation in both tests. The phase current I, also adjusted smoothly
from 9 A to 12 A in response to the load change, maintaining a sinusoidal waveform that illustrates

the system’s resilience and adaptability under increased load demand.
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Figures 8(b) and 8(b”) depict the response of phase current Ig,, which increased from 2 A to 4
A 1n direct response to the load variation. Both simulation and experimental results confirm the
system’s ability to achieve a smooth, linear current adjustment without significant overshoot or
current tolerance band (TB). This consistency highlights the control-observation strategy’s
advanced current regulation, ensuring high power quality and operational stability during dynamic
load conditions.

Figures 8(c) and 8(c’) analyze the reactive power @, which remained steady at zero despite the
additional load. Both the simulation and experimental results show a slight reactive power ripple
of approximately from £5 to =7 VAR, attributed to the load shift. This minor fluctuation, mirrored
in both settings, emphasizes the control-observation system’s proficiency in minimizing reactive
power disturbances, preserving stable voltage profiles, and enhancing overall DFIG system power
quality even when sudden load changes occur.

Figures 9(d) and 9(d’) focus on the impact of load change on electromagnetic torque T,,, which
increased from -5 Nm to -11 Nm, resulting in an active power P, increase from 500 W to 650 W.
The system accurately tracked the reference current I, o, , With phase current I,.,, adjusting
from 9 A to 12 A in perfect alignment. This precise current and torque tracking, seen in both
simulation and experimental scenarios, underlines the control-observation system’s capability to
seamlessly manage current and torque adjustments under varying load conditions, contributing to
stable torque and efficient active power regulation essential for optimal DFIG performance in

dynamic environments.
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Figure V.8 Performance of sensorless finite set predictive current control (FSPCC) applied to the system

under load variations.

In the final scenario, the behavior of the system was assessed under conditions of a sudden

increase in the operating speed of the DFIG generator, aiming to evaluate the system’s robustness

and dynamic response to such changes. The turbine simulator initially operated at a constant speed,

which was abruptly increased at 2 seconds, while the load remained fixed at 2 kW and the reference

voltage Vs oy was maintained at 150 V. Both simulation results in MATLAB and experimental

data were analyzed, as depicted in Figures 9(a) through 9(e) for the simulation results and Figures

9(a’) through 9(e’) for the experimental results. The comparison between these two sets of results

demonstrates close alignment, verifying the reliability and consistency of the proposed control-

observation system.
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Figure V.9(a) and Figure V.9(a’) illustrate the estimated mechanical speed e os:0f the DFIG
obtained using Model Reference Adaptive System (MRAS) estimation. Both the simulation and
experimental results show a sharp increase in operating speed from 1000 to 1200 RPM at 2 seconds,
aligning with the intended speed change. The system tracked this abrupt speed shift with high
accuracy in both the simulated and experimental environments, demonstrating the control-
observation system’s fast response time and precise speed estimation capabilities.

Figures 9(b) and 9(b’) show that the stator voltage V; in both the simulation and experimental

setups remained stable and accurately tracked the reference voltage Vg ,orat 150 V despite the

sudden speed change. This indicates the system’s robustness in voltage regulation, decoupling
voltage fluctuations from the speed variations. The phase voltage V5, in both cases maintained a
smooth sinusoidal waveform throughout, demonstrating the system’s capability to preserve high-
quality voltage signals even as the generator’s speed changed. Additionally, the frequency of the
rotor current I, increased proportionally with the speed, a natural consequence of the higher
rotational frequency, as observed in both simulation and experimental results.

Figures 9(c) and 9(c’) highlight the phase current I¢,, which remained constant at 2 A throughout
the test in both the simulation and experimental results, unaffected by the change in generator
speed. This constancy further emphasizes the effectiveness of the control system in maintaining
steady current despite changes in operating conditions.

In Figures 9(d) and 9(d”), the reactive power @ remains close to zero with minimal ripple of +5
VAR, both in simulation and experimental setups. This stability in reactive power during the
sudden speed change reflects the efficiency of the control system in managing reactive power
flows, minimizing disturbances, and maintaining stability.

Finally, Figures 9(e) and 9(e’) present the electromagnetic torque T,,,, and active power P; ,
which experienced only slight fluctuations following the speed increase but remained overall stable
at -5 Nm and -500 W, respectively. The consistency of these values across both simulations and
experiments demonstrates the control system’s ability to manage torque and power dynamics
efficiently, ensuring smooth transitions during speed changes. The alignment of the rotor current
I,.q with the reference current L4 .. at 9 A further confirms the precise current tracking capabilities
of the system.

The overall comparison between the simulation and experimental results in this scenario

demonstrates that the proposed control-observation design is highly effective and reliable. The
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system exhibited fast response times, precise voltage regulation, stable power and current control,

and minimal reactive power ripple during sudden changes in speed. These findings highlight the

robustness, adaptability, and precision of the control strategy, confirming its potential for

applications in dynamic environments like wind energy conversion systems, where rapid changes

in speed and load are common.
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Figure V.9 Performance of sensor-less finite set predictive current control applied to the system during
speed variations.
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V.5 Conclusion

This chapter has successfully demonstrated the design and implementation of an advanced
control-observation system for standalone DFIGs, combining MRAS-based sensorless speed
estimation with FS-MPC for precise and efficient operation. The proposed system addresses the
unique challenges of standalone setups, such as the absence of grid support and the need for
enhanced stability under dynamic conditions. By leveraging MRAS for accurate speed estimation
and FS-PCC for robust current control, the system achieves a high level of precision, adaptability,
and reliability.

The validation of the proposed design through both simulation and experimental testing
highlights its robustness across various scenarios, including abrupt changes in speed, load, and
voltage. The strong correlation between simulated and experimental results affirms the practical
applicability of the control-observation framework, with minimal deviations and excellent dynamic
response characteristics. This work sets a benchmark for the effective control of standalone DFIG
systems, demonstrating its potential for applications in renewable energy systems, particularly
standalone wind energy systems. The insights gained from this chapter lay the groundwork for

future research aimed at further enhancing the efficiency and reliability of such systems.
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GENERAL CONCLUSION

This thesis focused on studying and analyzing wind energy systems based on the Doubly Fed
Induction Generator (DFIG), with emphasis on system modeling, advanced control strategies, and
sensor fault detection and compensation. The work was structured into five interrelated chapters,
each addressing a fundamental aspect of wind energy system operation and control, providing a
comprehensive framework for improving system performance and reliability.

Firstly, an overview of wind energy was presented, covering its historical development,
environmental impact, and wind characteristics in Algeria. The classification of wind turbines
based on their operational design and applications, whether in standalone or grid connected
systems, was also discussed. Additionally, the concept of electromechanical energy conversion was
introduced to establish a fundamental understanding of DFIG operation.

Next, a detailed mathematical modeling of the DFIG based wind energy system. This included
wind dynamics, turbine modeling, and generator equations, with a focus on the Maximum Power
Point Tracking (MPPT) technique to optimize energy extraction under different operating
conditions. This modeling was essential for designing effective control strategies to ensure optimal
system performance.

To enhance system performance, a chapter was dedicated to controlling the active and reactive
power of the stator using advanced control strategies. The study implemented the BSC-LQR
approach, which combines Backstepping Control (BSC) with Linear Quadratic Regulator (LQR)
to achieve stable dynamic response and mitigate power fluctuations during sudden wind speed
variations.

Furthermore, the impact of current sensor failures on system performance was investigated. An
Extended Kalman Filter (EKF) was proposed to estimate rotor and stator currents in the presence
of sensor faults, ensuring continuous operation and improving system reliability. Additionally, a
fault detection method was developed to identify the faulty sensor, contributing to enhanced system
performance and reducing maintenance requirements.

The final chapter focused on reducing operational costs and improving system reliability by
eliminating the speed sensor and implementing an advanced control approach. A combination of
Finite Set Predictive Current Control (FS-PCC) and Model Reference Adaptive System (MRAS)

was applied for speed estimation. This strategy proved effective in improving system response
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General conclusion

while minimizing reliance on additional sensors, thereby enhancing overall system efficiency and
reducing maintenance costs.

Overall, this thesis provides a comprehensive framework for improving the efficiency and
stability of DFIG based wind energy systems by integrating precise mathematical modeling,
advanced control strategies, and intelligent sensor fault detection and compensation techniques.
These findings contribute to the development of self-sustaining wind energy systems, enhancing

their reliability and operational efficiency in dynamic and changing environmental conditions.
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APPENDEX
Table 1: Parameters of the DFIG
Parameters Value Unit
Nominal power (Pn) 3 Kw
Stator frequency (F) 50 Hz
Nominal Voltage (Vs) 220 \"
Nominal speed (w;,) 1450 RPM
Stator inductance (Ls) 0.255 H
Rotor inductance (Lr) 0.255 H
Mutual inductance (Lm) 0.180 H
Stator resistance (Rs) 1.6 Q
Rotor resistance (Rr) 1.8 Q
Number of pairs poles (p) 2
Gains for BSC K1=3000, k2=900, k3=3000, k4=400
K1=3000, k3=3000,
1 00 O 1111
Gains for BSC-LQR Q=0.01 8 (1) (1) 8 R=0.1 % % i %
0 0 0 1 1111
PI regulator Gains for FSPCC K, =06 K; =6
PI regulator Gains for MRAS K, =100 K; =0
C1=0.5176 C2=116 C3=0.4 C4=5 Cs=21
C6=0.0068
Turbine parameters € ma=0.48
Aopt = 8.1

—

144

et



Abstract

With the increasing reliance on wind energy for electricity generation, researchers have conducted
extensive studies to enhance power quality and maximize energy extraction. Among the various
generator technologies, the Doubly-Fed Induction Generator (DFIG) has gained significant
attention due to its ability to operate at variable speeds, making it well-suited for a wide range of
wind conditions. This thesis provides a comprehensive study of wind energy, beginning with an
overview of wind power generation, turbine operation, and the Maximum Power Point Tracking
(MPPT) strategy for optimal power extraction. It also explores the process of electromechanical
energy conversion through generators and presents an in-depth analysis of advanced control
strategies and their classifications. A hybrid control approach integrating Backstepping Control
(BSC) with the Linear Quadratic Regulator (LQR) is implemented to enhance system stability and
performance. Additionally, the thesis investigates the impact of current sensors on control
implementation and system operation. To address sensor failures, the Extended Kalman Filter
(EKF) is utilized for current estimation and fault detection, ensuring continuous and reliable
system performance. The final part of the study focuses on an advanced control strategy, Finite
Set Predictive Current Control (FSPCC), combined with a sensorless approach using the Model
Reference Adaptive System (MRAS) observer to eliminate the speed sensor. This approach not
only reduces operational costs but also enhances system efficiency, making it a viable solution for
real-time wind energy applications. By integrating precise system modeling, advanced control
techniques, and sensor fault compensation strategies, this research contributes to the improvement
of DFIG-based wind energy systems, enhancing their reliability, efficiency, and cost-effectiveness

in practical applications.

Keywords: Wind energy, DFIG, MPPT, advanced control, BSC, LQR, EKF, FSPCC, MRAS.
Résumé

Avec la montée en puissance de 1’énergie éolienne dans la production d’électricité, des recherches
approfondies ont ét¢ menées pour améliorer la qualité de 1’énergie et maximiser son extraction.
Parmi les différentes technologies de génération, le générateur asynchrone a double alimentation
(GADA) a suscité un grand intérét en raison de sa capacité a fonctionner a vitesse variable, ce qui
le rend adapté a un large éventail de conditions €oliennes. Cette thése présente une étude complete
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fonctionnement des éoliennes et de la stratégie de suivi du point de puissance maximale (MPPT)
pour une extraction optimale. Elle examine également le processus de conversion
¢lectromécanique a I’aide des générateurs, ainsi qu’une analyse approfondie des stratégies de
commande avancées et de leurs classifications. Une approche de commande hybride combinant la
commande Backstepping (BSC) avec le régulateur quadratique linéaire (LQR) a été mise en ceuvre
pour améliorer la stabilité et la performance du systéme. En outre, cette étude explore I’impact des
capteurs de courant sur I’application des stratégies de commande et la performance du systéme.
Pour pallier les pannes des capteurs, le filtre de Kalman étendu (EKF) a été utilisé pour estimer les
courants et détecter les défauts, garantissant ainsi un fonctionnement fiable et continu. La derniere
partie de cette recherche se concentre sur une stratégie de commande avancée, la commande
prédictive de courant a ensemble fini (FSPCC), associée a 1’observateur adaptatif a mod¢ele de
référence (MRAS) pour éliminer le capteur de vitesse. Cette approche permet de réduire les cofits
opérationnels tout en améliorant I’efficacité du systéme, ce qui en fait une solution viable pour les
applications pratiques des systémes €oliens.
En combinant une modélisation précise, des techniques de commande avancées et des stratégies
de compensation des défauts de capteurs, cette étude contribue a I’amélioration des performances
des systetmes GADA, en renfor¢ant leur fiabilité et leur efficacité opérationnelle dans des
environnements dynamiques.
Mots-clés : Energie éolienne, GADA, MPPT, commande avancées, BSC, LQR, EKF, FSPCC,
MRAS.
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