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Abstract

The Internet of Things (IoT) is driving the evolution of low-power, scalable, and

reliable networks to meet the growing demand for large-scale deployments in di-

verse applications such as industrial automation, healthcare, and smart cities.

Within this context, the 6TiSCH standard emerges as a promising framework

by integrating IPv6 for scalability and Time-Slotted Channel Hopping (TSCH)

for deterministic, energy-efficient communication in low-power and lossy networks

(LLNs). However, despite its advantages, 6TiSCH networks face challenges related

to energy consumption and network reliability, particularly due to the overhead

introduced by control packet exchanges between the 6P protocol, the scheduling

function, and the routing protocol.

This thesis presents two novel contributions aimed at optimizing the performance

of 6TiSCH networks by addressing challenges related to the number, size, and

content of exchanged control packets. We reduce the number of 6P control pack-

ets transmitted during cell reservation through an optimized scheduling function,

decreasing energy consumption while maintaining efficient resource allocation and

improving overall network performance. Additionally, we minimize the size of con-

trol packets by leveraging cross-layer interactions between the scheduling function

and the Routing Protocol for Low-Power and Lossy Networks (RPL), enhanc-

ing data transmission reliability and reducing communication overhead without

compromising network stability or scalability.

Through detailed theoretical analysis and extensive simulations using the 6TiSCH

simulator, the proposed solutions demonstrate significant improvements in energy

efficiency and reliability, addressing key limitations of the existing 6TiSCH frame-

work. These findings highlight the importance of optimizing control packet interac-

tions and resource management in achieving high-performance IIoT networks. Ul-

timately, this research contributes to the development of scalable, energy-efficient,

and reliable networks, forming a critical foundation for the future of IoT commu-

nication systems.

Keywords: IIoT, TSCH, 6TiSCH, SF, RPL , 6P, Energy consumption, Reliability.
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Abstract in Frensh

L’Internet des Objets (IoT) stimule l’évolution de réseaux à faible consommation

d’énergie, évolutifs et fiables pour répondre à la demande croissante de déploiements

à grande échelle dans des applications diverses telles que l’automatisation indus-

trielle, la santé et les villes intelligentes. Dans ce contexte, la norme 6TiSCH

émerge comme un cadre prometteur en intégrant l’IPv6 pour l’évolutivité et le

Time-Slotted Channel Hopping (TSCH) pour une communication déterministe et

économe en énergie dans les réseaux à faible consommation et sujets à des pertes

(LLNs). Cependant, malgré ses avantages, les réseaux 6TiSCH font face à des

défis liés à la consommation d’énergie et à la fiabilité du réseau, en particulier en

raison de la surcharge introduite par les échanges de paquets de contrôle entre le

protocole 6P, la fonction de planification et le protocole de routage.

Cette thèse présente deux contributions novatrices visant à optimiser les perfor-

mances des réseaux 6TiSCH en abordant les défis liés au nombre, à la taille et au

contenu des paquets de contrôle échangés. Nous réduisons le nombre de paquets

de contrôle 6P transmis lors de la réservation de cellules grâce à une fonction de

planification optimisée, diminuant ainsi la consommation d’énergie tout en main-

tenant une allocation efficace des ressources et en améliorant les performances

globales du réseau. De plus, nous minimisons la taille des paquets de contrôle

en exploitant les interactions inter-couches entre la fonction de planification et

le Protocole de Routage pour Réseaux à Faible Consommation et Sujets à des

Pertes (RPL), améliorant la fiabilité de la transmission des données et réduisant

la surcharge de communication sans compromettre la stabilité ou l’évolutivité du

réseau.

Grâce à une analyse théorique détaillée et à des simulations étendues utilisant

le simulateur 6TiSCH, les solutions proposées démontrent des améliorations sig-

nificatives en matière d’efficacité énergétique et de fiabilité, traitant les princi-

pales limitations du cadre 6TiSCH existant. Ces résultats soulignent l’importance

d’optimiser les interactions des paquets de contrôle et la gestion des ressources pour

atteindre des réseaux IIoT à haute performance. En fin de compte, cette recherche



iv

contribue au développement de réseaux évolutifs, économes en énergie et fiables,

formant une base essentielle pour l’avenir des systèmes de communication IoT.

Mots-clés : IIoT, TSCH, 6TiSCH, SF, RPL, 6P, Consommation d’énergie, Fia-

bilité.



Acknowledgements

I would like to express my deepest gratitude to my supervisor, Professor Salim

Bitam, for his invaluable guidance, continuous support, and patience throughout

the course of this research. I am especially grateful for his trust in my competence

during such a challenging time. His support was instrumental in helping me move

forward and complete my work during this difficult period.

I am also sincerely thankful to Professor Wael Jaafar from École de technologie
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General Introduction

The ubiquity of internet is virtually inescapable in contemporary life (or we can

say industry) regardless of the realm whether smart city, agricultural , industrial or

medical. The Industrial Internet of Things (IoT) it is expected to connect several

billions of devices to the traditional Internet. A sizeable part of these devices are

small electronic objects that are low-cost and have limited capabilities in terms

of energy reserves, computation, storage, and communication. The success of the

IoT relies on the ability of these small objects to run reliably and sustainably while

being connected to the Internet.

The Medium Access Control (MAC) layer plays a crucial role in controlling the

reliability of the network. It is responsible for controlling access to the shared

communication medium (a wireless channel). It determines how devices in the

network can transmit data and it is critical for ensuring that data is transmitted

accurately and efficiently. The IEEE.802.15.4e is defined to meet the industrial

application requirements. However, it exhibits three operational MAC modes :

Time Slotted Channel Hopping (TSCH), Deterministic and Synchronous Multi-

channel Extension (DSME), and Low Latency Deterministic Network (LLDN).

But TSCH mode is considered as the most effective mode [4]. The essence of

TSCH is the merge of time division (TDMA) with the multichannelling (FDMA),

which yields a coherent twofold(channel, time) medium access mechanism. The

consistency of devices act reflects the TSCH efficiency, thus, the device have to do

the appropriate act (listen, transmit, sleep) in the appropriate channel and at the

appropriate time. The time is organized in slotframe which is a set of time-slots

that repeats automatically over time. The abstraction of the coalition channel,

time is cell. Where the cell is the core of TSCH mode and it have ot be delivered

to devices without inequity and according to the network reliability. However,

TSCH only defined a multi-channel usage of the original IEEE 802.15.4 without

providing a full solution to how cells are distributed, optimized and maintained.

Due to IPv4 addresses exhaustion and IPv6’s user-friendliness, the transition to

IPv6 has become fairly urgent. Considering the significant difference in the pro-

tocol format and behavior, the IPv4 and IPv6 are not inter-operable and their
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coexistence needs a large set of protocols and procedures. For that reason, the

Internet Engineering Task Force (IETF) has define the 6TiSCH working group

to set standard and specification to enable IPv6 over TSCH mode. The 6TiSCH

working group standardizes a protocol stack that encompasses all the necessary

components for an IPv6 network to function over IEEE 802.15.4 Time-Sensitive

Channel Hopping (TSCH) links, where the minimal scheduling function (MSF )

[5] is the default scheduling function. However, the issue of managing and dis-

tributing the TSCH cells (TSCH schedule) is not fully addressed. 6top [6] is the

layer immediately adjacent to 802.15.4e TSCH phy layer, It outlines the function

and duties of the scheduling algorithm (SF) and how to add/delete cells, whereas

The scheduling function defines when to add or delete cells with regards the key

performance factors.

MSF is based on random cell allocation according to the traffic demand, which

makes it unsuitable in some aspects such as for large-scale and dense deployments

due to internal collisions. The schedule have to be designed according to the

specific requirements of the network application, such as the network capacity,

the required latency. For example, in a low-latency and high-reliability industrial

control system, the schedule may need to ensure that critical control messages

are transmitted with a high priority and minimal delay. In contrast, a low-power

building automation system may prioritize energy efficiency over latency. In short,

the 6TiSCH schedule must be designed to meet the specific needs of the network

application in order to ensure efficient and effective operation. In [2], the authors

compare the TSCH schedule in terms of different parameter.

The choice to focus this research on 6TiSCH stems from its central role in enabling

deterministic, reliable, and energy-efficient communications within the Industrial

Internet of Things (IIoT). In contrast to traditional low-power wireless protocols

such as IEEE 802.15.4 or Zigbee, which rely on contention-based channel access

and consequently suffer from collisions and unpredictable latency, 6TiSCH com-

bines TSCH mode of IEEE 802.15.4e with IPv6 networking. This integration

ensures time-synchronized communication, channel diversity, and end-to-end IP

interoperability, establishing 6TiSCH as one of the most promising standards for

large-scale industrial automation and mission-critical IoT deployments.

In our proposals, we suggest a 6TiSCH schedule that uses the RPL control packet

during the parent switch to reduce the number of the control packets. Then the

node defines the slot frame length and the cell reservation autonomously. defacto,
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the slotframe length is a critical point in the 6tisch networks. it affects the latency,

throughput.

The solution we have proposed saves energy, gives a considerable reduce the over-

head of control packet.To validate those performances, we used the 6TiSCH sim-

ulator due it is well-known in this context.

We have organized the structure of the thesis in five chapters:

The first, presents generalities about IoT networks, definitions, protocol stack.

In the second chapter we mention some challenges that face the performance of

6TiSCH networks.

Moreover, the third and the forth chapters, we include the development of our

solutions in full details. While the last chapter, we evaluate by simulation the

performance of our contributions in terms of the most important key performance

factors including packet delivery ratio, jitter, E2E delay, join time, life time, energy

drain. Finally, we conclude our work by a general conclusion.



Chapter 1

Future Networks: Bridging

Challenges and Solutions

1.1 Introduction

The evolution of communication networks has sparked a transformative shift to-

ward highly interconnected and intelligent systems, forming the backbone of the

Internet of Things (IoT) and the broader vision of Future Networks [7]. These

next-generation networks are designed to connect billions of devices seamlessly

while tackling key challenges such as scalability, energy efficiency, and heterogene-

ity. As IoT applications continue to expand—from smart cities and autonomous

systems to precision agriculture and healthcare—the demand for reliable, efficient,

and adaptable network infrastructures has grown exponentially.

The Industrial Internet of Things (IIoT) refers to the use of interconnected sen-

sors, devices, and machinery in industrial settings, allowing the collection, sharing,

and analysis of data to improve efficiency, productivity, and reliability. Unlike tra-

ditional consumer IoT, IIoT often deals with mission-critical operations where

downtime or errors can result in significant financial loss or safety concerns. Typi-

cal applications include factory automation, predictive maintenance, supply chain

management, and energy optimization.

A critical pillar of IIoT is Low-Power and Lossy Networks (LLNs), which are

tailored to support resource-constrained devices operating in dynamic and often

4
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unpredictable environments. LLNs are defined by their limited energy reserves, in-

termittent communication links, and constrained computational capabilities. De-

spite these limitations, LLNs serve as the foundation for IoT applications that

require both energy-efficient and dependable connectivity, including environmen-

tal sensing, industrial automation, and wearable devices.

These constraints make it difficult to maintain reliable communication and achieve

the required performance levels, especially as the scale of IIoT networks increases.

Furthermore, the diversity of IIoT applications demands that networks be adapt-

able, scalable, and able to support heterogeneous devices with different capabili-

ties.

This chapter introduces general aspects of LLN networks, beginning with the

challenges they face and subsequently exploring potential solutions.

1.2 Future Network Challenges

Given these challenges, performance optimization in LLN networks is essential.

Optimizing network performance addresses these issues by enhancing key metrics

such as:

1. Energy Efficiency: Since devices are battery-powered or energy-constrained,

minimizing power consumption is crucial for extending device lifetimes and

ensuring sustainability.

2. IP Scalability: As IIoT networks grow, they must scale to handle a large

number of devices without a significant degradation in performance. Efficient

protocols and network architectures are essential to support this scalability.

3. Latency and Reliability: Real-time applications, such as industrial con-

trol systems or healthcare monitoring, require low-latency communication

and high reliability to function effectively. Optimizing these metrics ensures

that critical data is transmitted promptly and accurately.

4. Throughput: The ability to transmit a high volume of data quickly is

important for applications such as video streaming or sensor data aggrega-

tion. Optimization techniques can help ensure that throughput is maximized

without overwhelming the network.
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5. Adaptability: IoT networks need to be flexible enough to handle dynamic

changes in network topology, device availability, and network conditions.

Optimization strategies can ensure that networks remain robust and respon-

sive under varying conditions.

1.3 Solutions for Scalability and Energy-Efficient

Networking

The design of IIoT networks poses significant challenges, requiring solutions that

can scale to billions of devices while maintaining efficient and reliable communi-

cation in resource-constrained and lossy environments [8]. The networking com-

munity addresses these challenges by integrating two powerful technologies:

• IPv6: Resolves scalability issues through its vast address space and ad-

vanced networking features.

• Time-Slotted Channel Hopping (TSCH): Ensures reliable, low-power

communication in lossy networks.

1.3.1 IPv6: Solving Scalability Challenges

The adoption of IPv6 in IIoT networks overcomes the address limitations of IPv4,

allowing IoT systems to accommodate a vast number of devices. Additionally, IPv6

introduces features such as hierarchical routing, built-in mobility, and Quality of

Service (QoS), which are critical for managing the complex, large-scale topologies

of IoT networks [9], [10], [11].

1.3.2 TSCH: Ensuring Energy Efficiency in Low-Power,

Lossy Networks

TSCH (Time Slotted Channel Hopping), a core component of the IEEE 802.15.4e

standard [12], addresses the unique demands of low-power, lossy networks (LLNs).

Through time-synchronized communication and frequency hopping, TSCH ensures
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Figure 1.1: TSCH schedule of nodes A, B, and Y, illustrating how time-slotted
and channel-based communication ensures synchronization and collision avoid-
ance. Each timeslot is carefully coordinated to minimize interference, ensuring

deterministic communication.

deterministic communication with minimal energy consumption, even in environ-

ments with significant interference or unreliable links. Its ability to reduce idle

listening and retransmissions makes it ideal for energy-constrained IoT devices

[13], [4].

The core principle of TSCH lies in the integration of Time Division Multiple

Access (TDMA) with channel hopping techniques, resulting in a dual medium

access mechanism based on both time and channel. In this mechanism, “time”

is represented as a time slot, while “frequency” is represented as a channel. A

combination of a specific time slot and channel is referred to as a cell. Within

each time slot, as illustrated in Fig. 1.1, an IoT node determines its activity on

a given channel, choosing to either transmit to a node (Tx), receive from a node

(Rx), or remain in sleep mode. Notably, the sleep mode does not require the

selection of any specific cell [14].

The efficiency of a TSCH schedule depends on the consistent and coordinated

actions of devices. Each device must carefully select a combination of (state, cell,

neighbor), where the state ∈ {Tx,Rx, Sleep}. For example, in Fig. 1.1, node A’s

TSCH schedule assigns the cell (slot 1, channel 2) for receiving data from node B.

Correspondingly, in node B’s schedule, the same cell is allocated for transmitting
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data to node A. Additionally, node A enters sleep mode during time slots 2 and

4, while node B transitions to sleep mode during time slot 2.

1.4 The Synergy of IPv6 and TSCH

The exponential growth of IoT networks, fueled by the increasing adoption of

connected devices, has underscored the importance of scalability as a core re-

quirement for future networks. Traditional IPv4-based networks, limited by their

address space and lack of advanced adaptability features, are ill-suited to handle

the demands of large-scale IoT deployments. To overcome these limitations, the

adoption of IPv6 has emerged as a foundational solution. With its vastly expanded

address space and enhanced features for mobility, security, and QoS, IPv6 paves

the way for next-generation IoT networks [15].

Building upon this framework, the Internet Engineering Task Force (IETF) estab-

lished the 6TiSCH working group to develop protocols that enable the seamless

integration of IPv6 over the TSCH mode of operation.

Within this context, 6TiSCH networks emerge as a critical enabler for scal-

able, reliable, and efficient IoT deployments. 6TiSCH combines the Time-Slotted

Channel Hopping (TSCH) mode of IEEE 802.15.4e with IPv6 Routing Protocol

for Low-Power and Lossy Networks (RPL) to offer the following key advantages:

• Massive Addressability with IPv6: The adoption of IPv6 in 6TiSCH

networks ensures that IoT systems can accommodate the billions of devices

expected in the coming decades. This is especially crucial for Industrial IoT

(IIoT) applications where large-scale, dense deployments are common.

• Deterministic Networking at Scale: The TSCH mechanism in 6TiSCH

provides deterministic communication by organizing the network into time

slots and channels. This prevents congestion and ensures predictable perfor-

mance, even as the network scales up in size and complexity.

• Hierarchical Routing with RPL: By leveraging RPL, 6TiSCH networks

effectively manage large-scale topologies through the use of Directed Acyclic

Graphs (DAGs). This enables efficient routing and minimizes control over-

head, ensuring scalability in terms of both device count and geographic cov-

erage.
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• Energy Efficiency in Dense Networks: As IoT networks grow, manag-

ing energy consumption becomes a significant challenge. 6TiSCH achieves

energy efficiency through its time-synchronized communication and minimal

idle listening, allowing networks to scale without compromising battery life.

• Support for Heterogeneous Applications: The modularity of the 6TiSCH

stack, with its ability to integrate diverse scheduling functions and routing

strategies, ensures that it can adapt to the needs of different IoT appli-

cations, from smart cities to industrial automation, making it a scalable

solution across various domains.

By addressing these scalability and energy drain challenges, 6TiSCH networks

provide a robust and future-ready foundation for IoT systems. Their ability to

seamlessly integrate large numbers of devices while maintaining deterministic and

energy-efficient communication positions them as a key building block for the

network of the future.

1.5 6TiSCH Protocol Stack

The 6TiSCH network is composed of multiple protocol layers; as depicted in

Fig.1.2 that operate in a cohesive stack to ensure reliable, low-power, and Internet-

compatible communication. Below is a detailed description of the primary proto-

cols involved in the 6TiSCH protocol stack:

1.5.1 Physical and MAC Layers: IEEE 802.15.4e TSCH

The basis of the 6TiSCH network is the MAC layer defined by the IEEE 802.15.4e

amendment. TSCH introduces time-slotted access to the medium and channel

hopping to avoid interference. The network is organized into a grid of timeslots,

with each timeslot defining when and on which channel communication can occur.

By allocating specific timeslots, TSCH ensures deterministic latency and reduces

the likelihood of collisions.
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Figure 1.2: The 6TiSCH protocol stack, adapted from [1], showing the inter-
play of various layers, including IEEE standards and IETF protocols, to achieve

a balance between reliability, scalability, and energy efficiency.

1.5.2 Adaptation Layer: 6LoWPAN

6LoWPAN (IPv6 over Low-Power Wireless Personal Area Networks) provides com-

pression and fragmentation of IPv6 packets to fit the small frame size of IEEE

802.15.4. This adaptation layer allows efficient use of IPv6 in resource-constrained

environments and supports seamless integration of 6TiSCH networks into existing

IP networks.

1.5.3 Network Layer: RPL

RPL (Routing Protocol for Low-Power and Lossy Networks) is a proactive routing

protocol designed specifically for Low-power and Lossy Networks (LLNs) [16]. In

6TiSCH, RPL creates a Destination Oriented Directed Acyclic Graph (DODAG),

optimizing routing paths based on metrics such as energy and reliability. It sup-

ports multi-hop routing to ensure data reaches its destination in the most efficient

way possible.



Chapter 1. Future Networks: Bridging Challenges and Solutions 11

1.5.4 Scheduling Mechanisms: 6TiSCHMinimal and 6TiSCH

Operation Sublayer

6TiSCH Minimal Configuration defines the default behavior for a basic operational

schedule that can be used when the network is first established. This minimal

schedule provides the basic level of connectivity needed for the initial communica-

tion and management of network nodes. The 6TiSCH Scheduling Function (e.g.,

SF0) allocates time slots to nodes dynamically based on application demands,

optimizing performance for diverse scenarios.

1.5.5 Transport Layer

UDP (User Datagram Protocol) serves as the transport layer in 6TiSCH networks.

Its lightweight nature and low overhead make it ideal for resource-constrained

devices, enabling efficient transport of data without extensive session management.

1.5.6 Application Layer: CoAP

CoAP (Constrained Application Protocol) is a RESTful protocol optimized for

low-power and lossy networks. It supports lightweight, asynchronous communica-

tion, making it suitable for monitoring and control applications in industrial IoT

scenarios.

1.5.7 Management and Security Protocols

6P (6top Protocol) enables neighbor nodes to negotiate timeslot allocation au-

tonomously. This management protocol helps maintain optimal link usage based

on traffic conditions. Security in 6TiSCH is handled at various layers, includ-

ing link-layer encryption and end-to-end encryption at the application layer using

Datagram Transport Layer Security (DTLS).
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1.5.8 Synergistic Protocol Layers in 6TiSCH Networks

In 6TiSCH networks, the protocol stack is characterized by an intricate interdepen-

dence among its components, rather than a strictly layered architecture. At the

core of this structure is the Time-Slotted Channel Hopping (TSCH) MAC layer,

which serves as a foundational element influencing the performance of higher-layer

protocols. The TSCH layer not only manages channel access and time synchroniza-

tion but also plays a crucial role in coordinating the activities of upper protocols

such as RPL (Routing Protocol for Low-Power and Lossy Networks), 6top, and

CoAP (Constrained Application Protocol).

For instance, the scheduling and neighbor management functionalities provided

by 6top are directly affected by the TSCH layer’s operation, which determines

the availability of time slots and communication channels. Similarly, the RPL

protocol relies on the TSCH layer to ensure timely data transmission and efficient

routing of packets, as it must adapt its routing metrics based on the temporal

and frequency characteristics dictated by TSCH. Moreover, CoAP, designed for

resource-constrained environments, benefits from the reliability offered by TSCH’s

time-slotted architecture, enabling it to efficiently manage request-response inter-

actions in a low-power context.

This interconnectedness is vital for optimizing network performance; the effective

collaboration among these protocols, facilitated by the TSCH layer, enhances over-

all efficiency and reliability. Consequently, the success of a 6TiSCH deployment

hinges on the harmonious interaction of its protocol stack rather than isolated

functionalities, underscoring the need for a cohesive approach to protocol design

and implementation in these networks. As illustrated in Figure 1.3, the 6TiSCH

protocol stack emphasizes the strong interrelations between TSCH, 6LoWPAN,

RPL, and other components, each contributing to a cohesive and reliable commu-

nication framework.
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Figure 1.3: The 6TiSCH protocol stack emphasizing the strong interrela-
tions between TSCH, 6LoWPAN, RPL, and other components. Each layer
contributes to achieving a cohesive and reliable communication framework.

1.6 Conclusions

The 6TiSCH protocol faces several challenges that need to be addressed to op-

timize its performance in IIoT environments. These challenges, including parent

switching, time slot allocation, control packet overload, and energy inefficiency,

highlight the need for further improvements to enhance the protocol’s scalability

and reliability. In the following section, we will explore potential solutions to these

issues, aiming to optimize the protocol for more efficient operation in large-scale

networks.



Chapter 2

6TiSCH Overview: Background,

Challenges, and Literature

2.1 Introduction

The Internet of Things (IoT) consists of thousands of interconnected nodes that

communicate and exchange data. In most cases, the configuration of sensor nodes

is primarily handled at the Medium Access Control (MAC) layer to optimize

the transmission of monitoring data in terms of key performance metrics such as

throughput, latency, and delay. The MAC layer plays a crucial role in ensuring the

reliability and efficiency of wireless sensor networks, as it manages medium access,

channel assignment, error control, energy consumption, latency, and throughput.

The performance of 6TiSCH networks relies heavily on the integration of efficient

resource management strategies and reliable communication protocols. In this

chapter, we provide a comprehensive review of the existing literature to establish

the theoretical and technical background of this work. The chapter is organized

into two main sections: the foundational background of 6TiSCH networks and an

overview of related works aimed at addressing the challenges within this domain.

2.2 6TiSCH Background

The 6TiSCH standard defines a set of mechanisms to enable deterministic, low-

power, and reliable communication in IoT networks. Key components, including

14
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Figure 2.1: Interplay of 6TiSCH protocols for network management.

the Minimal Configuration (MC), the Scheduling Function (SF) and RPL , play

pivotal roles in ensuring the seamless operation of 6TiSCH networks.

Fig. 2.1 illustrates the intricate relationships among the low-level protocols gov-

erning the operations of 6TiSCH networks. At the core of this architecture, the

TSCH mode defines the Medium Access Control (MAC) behavior, encapsulated

within the Minimal Configuration (MC) [17]. When an IoT node initiates its par-

ticipation in the network, it transitions from a state of potential isolation to active

engagement through a process known as ”pledging.” During this initial phase, the

MC plays a crucial role in facilitating the node’s integration into the network.

Once the node successfully joins the network, it must then become a member of

the Destination-Oriented Directed Acyclic Graph (DODAG). This membership is

vital for the node to engage in effective communication and network activities.

The process of joining the DODAG triggers the scheduling function (SF), which

is responsible for managing the allocation of time slots and channels that the

node will utilize throughout its operational lifetime. The reservation of these

resources is accomplished through the transmission of packets utilizing the 6P

(6TiSCH Protocol) protocol, which ensures that the node’s communication needs

are systematically addressed.

In summary, the seamless integration of these protocols—MC for initial joining,

RPL for DODAG participation, and 6P for resource allocation—enables IoT nodes

to effectively operate within 6TiSCH networks, ensuring robust and efficient data

exchange.
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2.2.1 Minimal Configuration (MC)

The MC outlines the sequence of steps for a node to join and operate within

a 6TiSCH network [17]. Nodes start in a ”pledge” state, passively listening for

Enhanced Beacons (EBs) broadcast by network nodes. Upon synchronization,

nodes proceed to join the Directed Acyclic Graph (DAG) defined by the RPL

protocol, as depicted in Fig.2.3. This process involves the exchange of control

packets such as the DODAG Information Object (DIO) and DAO, which establish

the topology and facilitate routing. Once synchronized, each node reserves a

minimal cell and initiates 6P transactions to allocate additional resources based

on its communication needs.

2.2.2 Scheduling Function (SF)

The SF manages the allocation of communication resources (time slots and chan-

nels) using 6P transactions [6, 18]. Two approaches, the 2-step and 3-step trans-

actions, facilitate cell reservation. While the MSF ensures adaptability to traffic

demands, it relies on random cell selection, which can lead to internal collisions

in dense networks, thus raising concerns about scalability and QoS in demanding

scenarios.

2.2.3 RPL - DODAG construction

In 6TiSCH networks, RPL (Routing Protocol for Low-Power and Lossy Networks)

is used as the routing protocol. RPL is responsible for establishing and maintaining

routes between nodes in the network, enabling efficient communication and data

transfer.

RPL in 6TiSCH networks operates in a hierarchical manner using a Directed

Acyclic Graph (DAG) structure. The DAG is formed by a root node, often referred

to as the DODAG (Destination-Oriented Directed Acyclic Graph) root, and a set

of nodes that join the network and become part of the DODAG. Each node in the

DAG has a specific role, either as a parent or a child node.

The RPL protocol governs the formation and maintenance of the DODAG, as

well as the selection of optimal routes between nodes. It utilizes various metrics
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(a) 2-Step 6P transaction.

(b) 3-Step 6P transaction.

Figure 2.2: Examples of 6P transactions.

and algorithms to determine the most efficient paths based on factors such as link

quality, latency, energy consumption, and available resources.

The DODAG formation starts with the root node multi-casting DIO messages

periodically, as illustrated in Fig.2.3. These DIO messages contain information

about the DODAG, such as the DODAG ID, DODAG version, and the node’s rank

within the DODAG. The DIO messages are transmitted using multicast addresses

to reach multiple nodes in the network.

When a node receives a DIO message, it evaluates whether to join the DODAG

based on the information provided. The node considers factors such as the DODAG

ID, the available resources, and the node’s rank in relation to the advertised ranks

in the DIO message.

If the node decides to join the DODAG, it becomes a member of the DODAG and

selects a suitable parent node from the neighbors advertising in the DIO message.

The parent selection process typically involves choosing a parent with a lower

rank to ensure a downward flow towards the root. If the secure join is enabled,
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the node then sends a DAO (Destination Advertisement Object) message to inform

its selected parent about its desire to join the DODAG.

The parent node acknowledges the DAO message by sending a DAO-ACK (Desti-

nation Advertisement Object Acknowledgment) message back to the joining node.

This completes the joining process, and the new node becomes part of the DODAG

and can participate in the routing and communication within the network.

The DODAG formation process ensures the construction of a hierarchical routing

structure, where nodes are organized in a tree-like fashion with the root at the

top and child nodes at lower levels. This structure enables efficient and scalable

routing in 6TiSCH networks.
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Figure 2.3: 6TiSCH network formation using MC.
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2.3 Related Works

Research in 6TiSCH networks encompasses advancements in resource manage-

ment, scheduling strategies, and routing protocols. Aiming to enhance funda-

mental aspects of 6TiSCH, particularly the TSCH configuration, the authors of

[19] adopted heterogeneous timeslot lengths to minimize communication latency.

However, the use of multiple minimal cells for multi-PHY discovery, dynamic slot

duration adaptation, and the additional control overhead caused by frequent slot

reconfiguration increase network overhead, memory usage, scheduling complexity,

and energy consumption. In [20], the authors introduced a heuristic approach for

parent selection in multi-PHY TSCH networks, demonstrating that slot bonding

can efficiently adapt to different PHY data rates and achieve high Packet Delivery

Ratios (PDRs). The Adaptive Static Scheduling (ASS) approach [21] optimizes

resource utilization and preserves stable performance under varying network con-

ditions. Below, we outline key contributions and highlight the challenges that

persist in this field.

2.3.1 Advancements in Scheduling and Routing

In the realm of 6TiSCH networks, numerous studies have been devoted to en-

hancing Scheduling Functions (SFs), which can be categorized according to their

methodologies and design objectives. Typically, these strategies are grouped into

three main categories: centralized, distributed, and autonomous approaches. Each

category presents unique advantages and trade-offs in terms of scalability, over-

head, and adaptability.

In [22], the authors proposed a fully centralized scheduling strategy tailored for

data-gathering applications. In this approach, each node must send an alloca-

tion request to the DAG root and await a response before transmission slots can

be assigned. While this centralized mechanism enhances determinism, it incurs

significant communication overhead, delays network formation, and increases en-

ergy consumption—particularly in dense networks. Similarly, the authors of [23]

developed a centralized Recurrent Neural Network (RNN)-based model to pre-

dict transmission slots, aiming to minimize end-to-end latency. However, this

approach suffers from high control packet overhead and imposes a considerable

computational burden on nodes close to the root. Alternatively, [21] proposed the



Chapter 2. 6TiSCH Overview: Background, Challenges, and Literature 21

Adaptive Static Scheduling (ASS) technique, which enhances energy efficiency by

dynamically adjusting static schedules according to traffic patterns.

In contrast, distributed scheduling strategies aim to improve scalability and au-

tonomy. For instance, the study in [24] introduced a distributed mechanism that

jointly optimizes routing and scheduling decisions. Although this approach effec-

tively reduced latency by allocating dedicated control cells to minimize collisions,

it led to inefficient resource utilization in dense networks and under high mobility

conditions. Moreover, the reliance on fixed downlink routes increased system com-

plexity and generated substantial control overhead due to frequent route updates.

Autonomous approaches, on the other hand, such as TESLA [25], introduced a

traffic-aware elastic slotframe adjustment scheme, enabling each node to dynami-

cally adapt its slotframe size based on real-time traffic load. This adaptive design

improves resource utilization and maintains high energy efficiency without cen-

tralized coordination.

Beyond scheduling strategies, several works have focused on optimizing the Rout-

ing Protocol for Low-Power and Lossy Networks (RPL), which plays a critical

role in establishing and maintaining network topology. For instance, the authors

of [26] proposed a parent selection function that considers both the number of

neighbors and the traffic load of potential parents, effectively reducing frequent

parent switching and improving the Packet Delivery Ratio (PDR). Similarly, [27]

presented a Q-learning-based algorithm to optimize the RPL objective function,

while [28] introduced an early parent-switching scheme based on the remaining

queue capacity of the parent node. Although these methods improved routing

performance and PDR, they also introduced new challenges. The frequent parent

switching and continuous queue monitoring required in [28] increase control over-

head and fail to account for the possibility that congestion may arise from schedul-

ing inefficiencies rather than actual traffic imbalance. Moreover, Q-learning-based

solutions, such as [27], entail high computational complexity, significant memory

requirements for Q-table storage, and frequent Q-value updates, making them less

suitable for resource-constrained IIoT devices in 6TiSCH networks.

To overcome the limitations of single-layer optimization, cross-layer designs have

been proposed to jointly optimize parameters across multiple layers. For example,

the authors of [29] proposed a cross-layer scheduling and routing framework that

enhances reliability by integrating alternative parent selection, MPLS-like source
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routing, and a Bounded Delay Packet Control (BDPC) mechanism. By leverag-

ing multiple parent paths and implementing a deadline-aware packet forwarding

policy, this approach significantly improved reliability and ensured bounded la-

tency. However, it introduces increased computational and communication over-

head, as each node must perform per-packet label switching, maintain multiple

parent routes, and dynamically monitor packet delivery deadlines. Likewise, the

Q-learning-based cross-layer approach presented in [30] improved both packet de-

livery and latency but required substantial computational resources, careful pa-

rameter tuning, and frequent communication for Q-table updates, thus limiting

scalability.

A more recent development is the Improved Minimal Scheduling Function (IMSF),

proposed in [31], which extends the standard MSF by dynamically adjusting the

number of allocated cells based on queue occupancy and Expected Transmission

Count (ETX). IMSF improves adaptability to varying traffic loads and reduces

packet loss without introducing additional control messages beyond standard 6P

transactions. Nevertheless, its dependence on ETX metrics and historical queue

data may limit its responsiveness in rapidly changing network conditions.

Overall, this body of work illustrates the evolution of scheduling and routing op-

timization techniques in 6TiSCH networks, highlighting the trade-offs between

centralization and autonomy, complexity and scalability, and performance and re-

source efficiency. Figure 2.4 summarizes the comparison of existing scheduling al-

gorithms according to their design objectives, providing a comprehensive overview

of the strengths and limitations of current approaches.

2.3.2 Network Formation and Parameter Optimization

Regarding 6TiSCH network formation, the study in [32] evaluated the network

formation procedure and identified several limitations. The authors also proposed

a set of recommendations and established guidelines for parameter adjustments,

adapting them to various network topologies to improve formation efficiency. Sim-

ilarly, [33] addressed performance degradation issues observed during 6TiSCH net-

work formation, emphasizing the challenges faced by new nodes when joining the

network. This degradation mainly stems from the policy of allocating only one

shared cell per slotframe for control packet transmission, which restricts the trans-

mission opportunities during the joining phase. The authors further underlined the
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Figure 2.4: Comparison on the Basis of Design Objectives of TSCH Scheduling
Algorithms [2]
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drawbacks of prioritizing Enhanced Beacons (EBs) during network formation and

proposed an improved approach that more effectively integrates control packets

within the network formation process.

In addition, the authors of [34] aimed to accelerate the network formation pro-

cess through the adoption of active scanning procedures combined with a trickled

beacon advertising strategy. In their method, nodes attempting to join transmit

beacon request packets to increase their detectability by already associated nodes,

thereby reducing the overall association time. Although this solution notably en-

hanced the network formation speed, it neglected energy efficiency aspects, as

joining nodes remain in continuous listening mode during the formation phase.

More recently, [35] proposed the Enhanced Network Bootstrapping technique us-

ing Multi-Channel (EBMC) to further improve network formation performance.

However, EBMC relies on a static channel selection algorithm derived from the

nodes’ EUI-64 addresses, which makes it vulnerable to persistent synchronization

failures when constant interference affects the assigned channel. This limitation

prevents certain nodes from successfully joining the network. Furthermore, since

topology formation in EBMC does not include dynamic parent selection, inefficient

multi-hop routes may occur, leading to increased end-to-end latency and routing

overhead. Despite the benefits of multi-channel allocation in reducing collision

probability, EBMC’s static control packet assignments cause underutilization of

channel resources during periods of low control packet activity.

2.4 6TiSCH Challenges

While the 6TiSCH protocol is widely recognized for enabling low-power and reli-

able communication in IIoT networks, several challenges hinder its full effective-

ness. These challenges stem from issues related to parent switching, time slot

allocation, control packet management, and energy consumption. The following

subsections discuss these primary challenges and their impact on network perfor-

mance.
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2.4.1 Excessive Control Traffic

The 6TiSCH protocol relies heavily on control packets for both scheduling and

routing operations. These packets are essential for managing the network’s time

slot allocation and ensuring proper routing through the DODAG. However, exces-

sive reliance on control traffic leads to network congestion, particularly in large-

scale deployments such as smart cities or IIoT systems.

The increasing volume of control traffic results in higher latency and reduces the

network’s reliability. As the application period lengthens (i.e., when data genera-

tion is less frequent), the number of control packets exchanged increases because

the network attempts to schedule more data within the same time slots. This con-

trol traffic, while necessary for maintaining network operations, can overwhelm

the network’s capacity to efficiently manage data transmission, leading to reduced

throughput and operational delays.

In order to approximate the number of the control packet during 7.5 hours, we run

50 simple simulations in the 6TiSCH simulator [3] where the slot frame length was

50 slots and time slot duration was 0.01 seconds and in fully meshed topology.

Figure 2.5 depicts the number of transmitted and received (Tx/Rx) 6P control

packets in a 6TiSCH network consisting of 50 nodes, observed over a 7.5-hour

simulation, with varying application/service data generation intervals of 5, 15, 45,

and 60 seconds.

In a meshed topology, where nodes are close to one another, the increased control

traffic exacerbates collision rates and reduces spatial reuse. This leads to further

delays in data transmission and higher energy consumption. Optimizing the man-

agement of control packets is crucial to maintaining network efficiency, particularly

in large-scale deployments where control traffic is expected to grow substantially.

As the application period increases, the network is required to manage a higher

volume of data transmissions within each time slot. This results in a greater

number of 6P control packets being exchanged for scheduling purposes. Despite

6P packets being given higher priority, the growing demand for scheduling as the

application period extends leads to a substantial rise in 6P traffic. Therefore,

optimizing control packet management is crucial for maintaining the network’s

efficiency.
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Figure 2.5: Number of 6P packets exchanged during 7.5 hours in a 50-node
network.

The increase in control packet traffic not only exacerbates collision rates but also

reduces spatial reuse, further depleting the energy of the nodes. These challenges

are magnified in a meshed topology, where the proximity of nodes increases the

likelihood of collisions, further impacting the overall network performance.”

2.4.2 Complex Time Slot Allocation for External Nodes

Time slot allocation in 6TiSCH is another challenge, especially for nodes that are

not directly part of the DODAG (Destination-Oriented Directed Acyclic Graph).

These nodes require efficient integration into the network, which is particularly

difficult when the topology changes due to node movement or the introduction of

new nodes. The protocol struggles to provide sufficient time slots for such nodes,

especially in mobile scenarios where node positions are constantly changing.

This challenge is compounded by the need for real-time reporting from nodes to

maintain network synchronization. Without timely integration, these nodes face

delays in joining the network, leading to increased energy consumption as they

repeatedly attempt to access the network. The inability to efficiently allocate

time slots for external or newly joining nodes affects network scalability and can

lead to operational inefficiencies.
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2.4.3 Inefficient Energy and Time Consumption during Par-

ent Switching

In 6TiSCH networks, IoT nodes frequently switch their parent in search of the

best link to the Directed Acyclic Graph (DAG)-root. Each time a node switches

parents, it triggers a 6P request to reserve time slots with the new parent, and

an RPL-based DAO packet is sent to inform the DAG-root of the new parent,

allowing the routing table to be updated. However, this process generates a high

volume of control packets, which can lead to network congestion.

The process of parent switching in 6TiSCH networks also contributes to inef-

ficiency, particularly in terms of energy and time consumption. When a node

switches parents, the RPL protocol does not account for the new parent’s sched-

ule saturation, leading to unnecessary energy expenditure and delays in packet

delivery in case the new parent schedule is full while the switching child lacks

awareness of the situation.

In IIoT environments, where devices operate on limited energy resources, this

inefficiency can be detrimental. Each parent switch operation requires the node

to expend energy in communication and re-synchronization. Moreover, the time

required for the new child to update its routing table can cause delays in data

transmission, affecting overall network performance and reducing the lifespan of

devices.

2.4.4 Bottlenecks and Collisions

As the number of nodes in a 6TiSCH network increases, the risk of bottlenecks and

packet collisions also rises. In a fully meshed network, nodes are in close proximity

to one another, increasing the likelihood of collisions when transmitting control

packets. Furthermore, nodes that share the same parent can cause congestion as

they transmit and receive a high number of control packets.

The figure 2.6 illustrates this problem, showing how nodes C and G are respon-

sible for forwarding multiple DAO packets and handling numerous 6P requests.

This situation creates a bottleneck, as these nodes are tasked with handling the

control traffic for multiple child nodes, leading to delays in packet delivery. When
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nodes become overwhelmed with traffic, delays increase, resulting in a less efficient

network.

Figure 2.6: Control packets triggered upon parent switching.

2.4.5 Energy drain

In 6TiSCH networks, nodes are battery-powered, making energy efficiency a crit-

ical factor. Given the challenges of battery replacement in remote deployments,

minimizing energy consumption is essential for ensuring long-term network sus-

tainability and reliable operation.

Energy can be drained in several situations due to the unique characteristics and

requirements of low-power and lossy environments. Here are details about the

most important situations:

• Network Overhead: The control messages used for network maintenance,

such as DODAG formation, route updates (DIO,DAO), and neighbor dis-

covery, add to the network overhead. High overhead leads to more energy

consumption and may reduce the effective communication time for data

transmission.

• packet re-transmission: In densely deployed 6TiSCH networks or during peri-

ods of increased data traffic, devices may experience more frequent collisions

and retransmissions. These activities consume additional energy and can

contribute to faster battery depletion.
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• Synchronization: The initial state of the device is pledge, at this stage the

node is not synchronized and it keeps listening to randomly selected channels.

The longer it takes for a node to become synchronized, the more energy it

consumes.

• Join time: A node’s effectiveness is dependent on its successful integration

into a DODAG, defining its preferred parent, and allocating cells for com-

munication. The negotiation mechanism between child nodes and their par-

ents, used to reserve cells, can significantly impact energy consumption—the

more packets required for this process, the higher the energy consumption

incurred.

Minimizing energy consumption in 6TiSCH networks is essential to prolong the

network lifetime, reduce maintenance costs, and ensure the proper functioning of

battery-powered devices in various applications. To address these energy chal-

lenges, with keeping the eye on network efficiency, we propose; besides our pulse

based mechanism; to reduce the number of packet used by the scheduling function

and inject the needed information by the SF in the RPL packets DIO and DAO

packets.

2.5 Conclusions

In conclusion, this chapter has examined the foundational aspects of 6TiSCH net-

works within the context of the Industrial Internet of Things (IIoT). As industries

increasingly adopt IoT technologies, the need for reliable, low-power communica-

tion solutions becomes critical.

6TiSCH networks leverage the IEEE 802.15.4e TSCH standard to provide time-

synchronized communication and channel hopping, ensuring high reliability and

minimal interference. The integration of protocols such as 6LoWPAN, RPL, and

CoAP further enhances their functionality and interoperability with IP networks.

The reviewed literature reveals substantial progress in enhancing 6TiSCH net-

works. However, challenges such as scalability, energy efficiency, and adaptability

to diverse traffic demands persist. These gaps underscore the necessity for inno-

vative solutions that address the dynamic requirements of future IoT networks.



Chapter 3

Control Packet Balancing: A

Novel Approach

3.1 Introduction

Our research delves deeply into the complex interactions between RPL and the

Scheduling Function (SF), as well as the SF and packet queue management. The

guiding principles of our proposed solution are:

• Reducing the transmission frequency of control packets during parent switch-

ing.

• Minimizing failed parent switching events caused by cell unavailability.

• Preventing packet loss due to queue saturation.

• Enhancing jitter and latency performance through optimized slot selection.

This approach is designed to conserve energy and reduce medium contention, ul-

timately improving spatial reuse efficiency.

To clarify our solution, we emphasize the following technical terms:

• The term ”DAO” specifically refers to the DAO packet triggered during

parent switching, unless stated otherwise. This focus is due to our emphasis

on mechanisms and improvements related to parent-switching events, while

the handling of periodic DAO packets remains unchanged in our approach.

30
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• The term ”DIO” may refer to either periodic transmissions or those trig-

gered as a direct response to a DIS packet, depending on the context of the

processes or mechanisms being discussed.

• ”DAO-ACK” and ”ACK” refer to two distinct messages. DAO-ACK is a

packet sent by the DAG root to acknowledge DAO messages for reliable route

registration or de-registration. On the other hand, ”ACK,” also known as a

link-layer or TSCH acknowledgment (as shown in Fig. 3.1), is issued upon

packet reception [36].

Figure 3.1: Packet TSCH acknowledgment.

3.2 Regulated Triggering of Parent Switching

In 6TiSCH networks, parent switching presents certain challenges. Specifically,

the decision to switch to a potentially more optimal parent is complicated by the

node’s lack of knowledge regarding the availability of cells from the new parent.

This uncertainty can result in inefficient energy use, as the node may continue

transmitting control packets without securing proper cell allocation.

Furthermore, the RPL specifications [37, 38] do not specify how the protocol han-

dles transmission interruptions to the previous parent during this transition. As a

result, increased latency and potential packet loss may occur. Particularly if the

node continues to receive packets but lacks sufficient cells for forwarding them. To

address this issue, our solution modifies the DIO packet to include a list of avail-

able slots from the sender. This ensures that a node initiates parent switching

only when a shared available slot is present, thereby improving the efficiency of
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the process. Algorithm 1 below outlines this mechanism, emphasizing the node’s

decision-making process during parent switching.

Algorithm 1: Parent switching procedure

Data: parents: DIO’s senders
min nb: Minimum number of slots to allocate
max nb: Maximum number of slots to allocate
Result: Parent switching decision
nb: Number of slots to reserve
// ------ Initialization ------

1 nb parentSlot← Number of slots allocated to parent
2 child slots← Node’s free slots

// ------ Parent Selection and Slot Reservation ------

3 selected parent← parent with minimum rank and available free slots
4 if child slots ≥ min nb then
5 if Old parent is None then

// Node is joining the DODAG

6 nb← min nb

7 else
// Node is switching parent

8 nb← nb parentSlot
9 if nb > max nb then

// Ensure selected slots are not exceeding the max limit

10 nb← max nb

11 free slots← child slots ∩ parent free slots
12 slots← Select nearest nb slots from free slots
13 child slots← child slots− slots
14 Append slots to DAO packet
15 Append child slots to DAO packet
16 Transmit DAO packet

17 else
18 Pass

// Retain current situation since there is no slot availability

3.3 Minimizing 6P Transaction Packets

In the sequenced control packet transmission process of 6TiSCH networks, when

a node decides to switch its parent, it signals this transition by sending a DAO

packet to the DAG root and initiates the cell reservation process with the new

parent.
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This process involves sending a cell reservation request through a 6P transaction,

as shown in Fig. 2.2.

Instead of dedicating an entire packet for this function, we propose embedding

the necessary cell reservation information directly within the RPL control packet

DAO. Since the next hop for each child packet is naturally its parent, all packets,

including the modified DAO, will traverse the designated parent. Consequently,

the parent can extract the embedded cell reservation information and allocate the

appropriate cells. This method is elaborated below:

1. Autonomous channel selection: The transmission channel is autonomously

determined based on the receiver’s MAC address, allowing nodes to dis-

tribute only the slot offset to represent the cell. To mitigate interference

and take advantage of multi-channeling, we follow the same strategy as

MSF. Specifically, the current transmission/reception channel (channelID)

is calculated using the Absolute Slot Number (ASN) and the channel offset

(cellchannel) of the current cell, as shown below:

channel ID = (ASN + cellchannel) % nb channels, (3.1)

where nbchannels is the total number of channels and % is the remainder of

the Euclidean division.

2. RPL packet size management: n 6TiSCH networks, where packet size is

inherently limited, efficient management of RPL packets, including DIO,

DAO, and DAO-ACK, is crucial. Therefore, we propose the following mod-

ifications:

(a) Selective data injection: Conventionally, cells are represented as tuples

consisting of slot-offset and channel-offset. Embedding these tuples into

RPL packets results in increased packet size and processing time.

To reduce packet size, we propose a simplified integer-only representa-

tion of available cells, avoiding the space-consuming tuple format.

(b) Slot ID encoding: We propose the implementation of an 8-bit encod-

ing scheme for slot IDs, thereby reducing the size of the slot ID list

embedded in the packet.
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(c) Compact free slots notation: In our proposed approach, the DAO and

DIO packets must include the node’s available slots. To optimize mem-

ory usage, we suggest that the node transmits either an ordered list of

occupied slots or free slots, depending on which is shorter, and precedes

it with a 1-bit flag. In the 6TiSCH context, slot ’0’ is reserved by nodes

upon joining the network and, therefore, will never be part of the or-

dered list of free slots. This reserved status allows us to efficiently use

slot ’0’ as the flag for the occupied/free slots list.

This flexible method ensures reduced memory usage.

The techniques outlined above align with the fundamental requirements of

low-power and lossy networks (LLNs) as they aim to reduce transmission

overhead, conserve energy, and improve network throughput. Additionally,

they simplify demand processing, which is crucial for devices operating in

constrained environments, such as those in 6TiSCH networks.

3. TSCH ACK-based optimization of slot allocation: For efficient time slot al-

location, we propose a novel method that utilizes TSCH ACK for immediate

confirmation of slot reservations upon receiving a DAO packet. This ap-

proach eliminates the conventional delays associated with reservation confir-

mation. By leveraging TSCH ACK, available time slots are communicated

more rapidly, reducing the locking duration of time slots (denoted as TLock in

Fig. 2.2) and enhancing the network’s adaptability to topological changes.

Our technique embeds a list of available slots (represented as integers) di-

rectly into TSCH ACK messages. To minimize data size, we limit the maxi-

mum number of allocated time slots at once to 5, adding only 5 bytes to the

TSCH ACK payload.

Furthermore, for efficient time slot reservation, we assume each node main-

tains an up-to-date variable containing its ordered list of available slots. This

variable is dynamically updated after each slot allocation or de-allocation.

Upon receiving a packet, the joining node compares the embedded list of

available slots against its own available slots variable. As a result, the deci-

sion to reserve slots is based on the most current network state, improving

the responsiveness and adaptability of the 6TiSCH network to real-time de-

mands.
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3.4 Reducing DODAG Joining Time

To reduce packet collisions and reduce the nodes’ joining time, we propose that

the DIO sender sets temporary time slots or cells, ensuring it is actively listening,

and it designates one permanent cell to maintain its ongoing listening state. In

scenarios where a DIO is concurrently received by multiple nodes, thus causing

potential DAO collisions, the proposed mechanism that uses a combination of

temporary and permanent cells can diminish the impact of this issue as follows:

1) The DAO sender temporarily allocates cells until it receives the TSCH ACK of

the DAO packet. This strategy intentionally sacrifices idle listening to prioritize

energy saving, given that the energy consumed during idle states is notably lower

than that needed to manage collisions and trigger packet retransmissions [39].

2) In the initial phase of network formation where nodes actively compete to

join the network and parent switching events are frequent, our method sets a

high number of proposed time slots in the DIO to facilitate rapid integration and

reduced collision events. As the network stabilizes, we strategically reduce the

number of proposed slots to preserve energy.

3.5 Scheduling Packet Update

In the context of TSCH, transmitting packets from higher-layer protocols is not

an instantaneous process; rather, it entails a meticulous queuing and scheduling

mechanism. As depicted in Fig. 3.2, incoming packets are first enqueued within

the TSCH queue and await their transmissions. Since we inject the proposed time

slots in DIO and DAO packets, they will be locked during time Tq = Tde − Ten,

where Ten is the instant at which the packet entered the TSCH queue, and Tde is

the time at which it left the queue. To avoid locking the proposed time slots for

a long time Tq, we propose to inject them within the packet only before leaving

the queue, i.e., at instant Tde, hence Tq ≈ 0. By carefully orchestrating the RPL

control packets’ update, through adding details about the schedule state (i.e., the

free and reserved slot IDs), we optimize time slot utilization.
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Figure 3.2: Illustration of a packet time in a 6TiSCH queue.

3.6 Avoiding TSCH Queue Overflow

In 6TiSCH networks, effective synchronization between SF and TSCH queue man-

agement is essential for network operation. With various protocols filling the queue

with packets, timely processing during the SF-designated transmission cells is cru-

cial. A mismatch between the queue and cell allocation can lead to packet loss.

To address this issue, we propose the introduction of an early cell reservation tech-

nique. Specifically, as the TSCH queue begins to be filled and before reaching its

limit, our system proactively initiates 6P transactions with the preferred parent

for an additional cell reservation. This proactive approach offers several benefits:

1) Prevent packet drops: Early reservation of additional cells reduces the likeli-

hood of packet loss due to queue overflow, and 2) Mitigate resource urgency: This

method allows nodes to secure necessary resources in advance, thus avoiding the

last-minute pressure of queue overflow and network instability.
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Figure 3.3: Illustration of the DAO packet transmission and TSCH ACK
utilization.

3.7 Adaptive Self-Sufficient Cell Reservation

In a typical 6TiSCH network, all DAO packets are destined towards the DAG

root, thus navigating in a multi-hop fashion. In our proposal, essential information

about cell reservation, which consists of the available slots and proposed slot lists,

is embedded within these DAO packets. When a parent node receives a DAO

packet, as it is the principal conduit to the DAG root, it reserves new cells for its

new child where the number of cells should not exceed the maximum number of

cells to allocate at once. Then, it loads the list of its free slots (instead of the old

one that belongs to the child) and the number of slots to be selected (slots to be

allocated to its new child) into the DAO packet. This packet is then seamlessly

forwarded, with each intermediate node towards the DAG root executing the same

procedure. As shown in Fig. 3.3, upon reception of a DAO packet from node 3,

node i undertakes cell selection for reservation and embeds the list of chosen slots

into the TSCH ACK packet. It then forwards the enhanced packet to its parent.

To reduce latency at every hop, we propose that the receiver of a DAO packet

selects the nearest time slot to the actual one used for the reception. One way to
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do it is to rely on the concept of the Low-Latency SF (LLSF) protocol [40] where

the slots are selected according to the gap to the left of the actual slot. However,

we propose here to select the nearest slot to the actual one in any direction.

Accordingly, if the node is joining the DODAG, the actual slot will be in the list

of proposed slots, thus maximizing its chance of selection. If the node has already

joined the DODAG, then the actual slot is the slot that is already allocated to its

parent. Consequently, both energy and latency tied to time slot reservations can

be reduced.

3.8 Conclusions

In this chapter, we presented a novel approach that optimizes the interaction be-

tween SF and RPL to improve the performance of 6TiSCH networks. By integrat-

ing several proposed changes into the exchanged control messages and operations

of SF and RPL, our solution enhances key performance metrics, including node

joining time, packet traffic (both transmitted and received), end-to-end latency,

jitter, and node lifetime, all while maintaining energy consumption comparable to

that of the MSF benchmark. This work offers valuable insights into enhancing

6TiSCH operations, with implications for the development of IoT networks for 5G

and beyond.



Chapter 4

Strategic Approaches to Control

Packet Optimization

4.1 Introduction

In this chapter we propose enhancements to the 6TiSCH protocol, focusing on op-

timizing RPL and 6P operations. We introduce an adaptive cell reservation mech-

anism for parent switching and node joining, which improves efficiency and reduces

energy consumption. Additionally, we address packet size constraints by using bi-

nary representations for available time slots and implementing autonomous chan-

nel selection, thereby minimizing communication overhead and improving overall

network performance in low-power, lossy environments.

4.2 Adaptive Self-Sufficient Cell Reservation

In conventional 6TiSCH operations, when a node switches its parent, it sends a

DAO (Destination Advertisement Object) packet to the DAG-root. This packet

traverses multiple hops through intermediate nodes before reaching the root, which

in turn issues a DAO-ACK packet. The DAO-ACK follows the same multi-hop

path back to the originating node, completing the parent switching process. Addi-

tionally, the cell reservation process is triggered, requiring a 6P transaction packet

to request the allocation of time slots from the new parent [37].

39



Chapter 4. Strategic Approaches to Control Packet Optimization 40

Figure 4.1: DAO and DAO-ACK packets exchange.

To improve this procedure, we propose an enhancement where the node initiating

the DAO transmission includes a list of its available time slots and the number of

slots it intends to reserve for the transmission. The parent node, being the first

hop towards the DAG-root, locks the necessary slots based on this list and its

own available slots. It then removes the original list of free slots from the DAO

packet and replaces it with its own selected slots for the next hop, as illustrated in

Fig. 4.1. Specifically, when node i receives a DAO packet from node 3, it selects

the required time slots for reservation and embeds the list of chosen slots into

the TSCH ACK packet. It then forwards the enhanced packet to its parent. The

detailed procedure for handling the reception and processing of DAO packets is

outlined in Algorithm 2.

Upon receiving the DAO packet, the DAG-root embeds the list of selected slots by

the parent node into the DAO-ACK packet and forwards it to the DAO source, as

shown in Fig. 4.1. The parent, before forwarding the DAO-ACK to its child (the

DAO sender), reserves the allocated cells. Finally, upon receiving the DAO-ACK,

the original DAO initiator node proceeds to reserve the time slots as designated by

its parent. The specific actions for receiving the DAO-ACK packet are described

in Algorithm 3.
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Algorithm 2: Proposed Algorithm for DAO Reception.
Data: DAO packet:

DAO sender: DAO packet source.
parent: Parent of “DAO sender”.
nb Slot: Number of slots to allocate.
free slots : “DAO sender” free slots.

Result: Updated DAO packet
locked slots: Selected slots.

1 if parent = my adresse then
2 my free slots← Receiver’s free slots.
3 shared slots← my free slots ∩ free slots
4 selected slots← Nearest “nb Slot” slots to the first slot in shared slots.
5 for slot ID in selected slots do
6 Lock slot ID in locked slots.

7 Delete free slots from the packet.
8 if “I am DAG-root” then
9 Create DAO ACK packet.

10 Append selected slots to DAO ACK packet.
11 Send DAO ACK packet.

12 else
13 Append selected slots to DAO packet.
14 Forward DAO packet.

15 else
16 if “I am DAG-root” then
17 Create DAO ACK packet.
18 Append selected slots to DAO ACK packet.
19 Send DAO ACK packet.

20 else
21 Forward DAO packet.

To ensure the efficient reservation of time slots, the priority of DAO and DAO-

ACK packets is set equal to that of 6P packets. This synchronization of slot

reservation improves resource allocation, optimizing network communication by

minimizing delays and reducing energy consumption.

4.2.1 Latency minimization

To minimize latency at each hop, we propose that the receiver of the DAO packet

selects the nearest available slot from the list of the free slots of the joining node.

This mechanism is inspired by the Low-Latency SF (LLSF) protocol, where slots

are selected based on their proximity to the first free slot [40]. This approach

ensures reduced latency and energy consumption during the parent switching op-

eration, which enhances the efficiency of the overall network.
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Algorithm 3: Proposed Algorithm for DAO-ACK Reception.
Data: DAO ACK packet:

selected slots: Parent’s selected slots.
parent: Parent of DAO packet source.
child: DAO packet source.

1 if parent = my adresse then
2 channel ID ← Reception channel(my adresse).
3 for slot ID in selected slots do
4 Unlock slot ID.
5 Allocate the cell(channel ID, slot ID,Rx).
6 Forward the packet.

7 else
8 if child = my adresse then
9 channel ID ← Reception channel(parent).

10 for slot ID in selected slots do
11 Allocate the cell (channel ID, slot ID, Tx).

12 else
13 Forward the packet.

4.3 Minimizing Overhead in RPL and 6P Pack-

ets

In low-power, lossy networks like those operating with the 6TiSCH architecture,

the size of the packets and the energy consumption associated with packet trans-

mission are crucial constraints. To address this, we propose an approach that min-

imizes the overhead of RPL and 6P packets by efficiently utilizing the available

space and reducing the amount of data that needs to be transmitted. Specifically,

we introduce a binary representation for the list of available time slots, which al-

lows us to achieve significant reductions in the size of the data being transmitted

while maintaining the necessary information.

4.3.1 Binary Representation of Available Time Slots

To reduce the transmission overhead, we use a binary representation for the avail-

able time slots in the slot frame. For example, in a slot frame with 100 time slots,

we represent the state of each slot using a 100-bit vector. Each bit, indexed from

i = 1 to i = 100, corresponds to the state of the ith time slot: a value of “0” in-

dicates the slot is available, and “1” indicates the slot is occupied. This compact

representation significantly reduces the size of the data included in the RPL and

6P packets.
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Figure 4.2: Integer vs. binary representation of available time slots.

4.3.2 Autonomous Channel Selection

To further optimize resource usage, we propose an autonomous receiver-based

mechanism for channel selection. In this mechanism, the transmission channel is

determined based on the receiver’s MAC address, obviating the need for nodes

to exchange channel information. The time slot alone is sufficient to establish

communication. To ensure channel diversity and maintain network resilience, we

adopt the channel selection method used in the MSF protocol, where the trans-

mission/reception channel (channel ID) is computed based on the Absolute Slot

Number (ASN) and the channel offset. The channel is determined by the equation:

channel ID = (ASN + cell channel)%nb channels

where nbchannels is the total number of channels, and % denotes the modulo opera-

tion. This method ensures efficient and reliable communication while minimizing

the overhead in packet transmission.

4.4 Conclusion

In this chapter, we introduced a novel approach to enhance the performance of

mesh 6TiSCH networks by optimizing the interaction between the RPL and 6P

protocols. Specifically, we proposed several improvements in the exchanged control

packets, including adaptive cell reservation and reduction of overhead. Through
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simulations, we demonstrated that our approach outperforms the 6TiSCH base-

line, achieving better results in key performance metrics such as the number of

control/data packets exchanged, packet delivery ratio, network joining time, power

consumption, and node lifetime.



Chapter 5

Simulation & results

5.1 Introduction

In this chapter, we present the results of the simulations conducted to evaluate the

performance of our contribution. The simulations aim to assess the effectiveness of

various protocol parameters, scheduling functions, and traffic management strate-

gies, as well as their impact on network life time and energy consumption. Using

the 6TiSCH Simulator, which is specifically designed for 6TiSCH-based networks,

we model different network topologies and traffic patterns to simulate real-world

scenarios. Some of the results and figures presented in this chapter have been pre-

viously published in [46] and [47]. The content has been adapted and expanded

here to provide a more comprehensive analysis in the context of this thesis.

The chapter begins by introducing the 6TiSCH simulator then outlining the sim-

ulation setup, including the selection of performance metrics, and the simulation

parameters. We then present the results of several key experiments, followed by an

analysis of these results in relation to the research objectives. Finally, the chapter

concludes with a discussion of the implications of these findings, highlighting how

they contribute to a deeper understanding of the 6TiSCH protocol’s performance

and its potential for real-world deployment.

45
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5.2 6TiSCH Simulator

To thoroughly evaluate the efficiency and robustness of the proposed scheme, we

utilized the 6TiSCH simulator [3]. It is an open-source simulation tool that mod-

els and evaluates the performance of Time-Slotted Channel Hopping (TSCH) in

low-power wireless networks, especially for Industrial Internet of Things (IIoT)

applications. This simulator offers a realistic and flexible environment for analyz-

ing key network performance metrics, such as packet transmission success rate,

queue dynamics, congestion behavior, energy consumption, and parent switching

efficiency [41]. Moreover, it has been widely adopted in prior research to validate

scheduling and routing mechanisms based on the 6TiSCH architecture [41–44].

The 6TiSCH simulator adopts an energy model that derives current-consumption

values for each slot type (Tx, Rx, Idle, Sleep) from experimentally measured hard-

ware platforms such as the CC2538 and CC1200, and integrates them over time to

calculate cumulative charge or energy consumption [45]. This modeling approach

provides a realistic estimation of node energy behavior in TSCH networks under

diverse and dynamic operating conditions.

Simulator Learning Curve Scalability 6TiSCH Implementation Standard Compliant
ns-3 High Medium None N/A

OMNet++ High Medium None N/A
TOSSIM Medium High None N/A

Cooja (emulator) High Low Yes (Partial) Partially
OpenSim (emulator) High Low Yes Yes (byte-accurate)
6TiSCH Simulator Low High Yes Yes (behavioral)

Table 5.1: Comparison between the 6TiSCH Simulator and the different net-
work simulator alternatives (source [3]).

As highlighted in Table 1, the 6TiSCH Simulator is particularly well-suited for

our study due to several key factors. Firstly, it provides a specific implementa-

tion of the 6TiSCH protocol, fully aligned with the requirements set forth in the

6TiSCH RFCs and drafts. This is a significant advantage over other simulators

like Cooja, which does not support the Minimal Schedule Function (MSF). Sec-

ondly, the 6TiSCH Simulator offers excellent scalability, enabling simulations with

a large number of nodes, up to several hundred, making it ideal for our large-scale

network scenarios. Unlike general-purpose simulators such as NS-3 or OMNet++,

which are designed to support a broad array of protocols and models, the 6TiSCH

Simulator is a highly specialized tool tailored for rapid prototyping and testing of

6TiSCH-specific scenarios, making it the most appropriate choice for this research.
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Although the 6Tisch simulator offers detailed insights into TSCH-based networks,

it lacks the ability to simulate complex mobility patterns, which may limit the

accuracy of performance under highly dynamic conditions.

5.3 Performance Evaluation of Packet Balancing

Method

5.3.1 Simulation Configuration

In order to evaluate the effectiveness and resilience of the proposed scheme, we

utilized the 6TiSCH simulator [3]. The generated plots encompass outlier results,

ensuring a comprehensive representation of the observed performance across var-

ious scenarios. For completeness, the generated plots include outlier values to

accurately represent the entire spectrum of observed simulation results. The sim-

ulations were conducted over two distinct durations: short-term of 30 minutes and

long-term of 270 minutes (4.5 hours), with each configuration being repeated 100

times across the following network setups:

• Conventional 6TiSCH Configuration: This configuration utilizes the con-

ventional Minimal Schedule Function (MSF) for scheduling and the OF0

Objective Function (OF) for the RPL routing protocol [18, 38], denoted as

”MSF” in the results.

• Proposed Solution-based Configuration: This setup applies our proposed so-

lution, which includes a modified MSF along with the OF0 function. This

configuration is labeled as ”PB” in the results.

The network configuration consists of N1 = 50 (and N2 = 100) nodes placed

randomly within a 1 km2 area. The x and y coordinates of the nodes are randomly

generated. The Pister-hack connectivity model [3] is employed, ensuring that

each node maintains at least three links to its neighbors. During the simulation,

the observed routing tree depths varied between 2 and 3 hops, with a median

depth of 2 hops for the N1 = 50 node network and between 2 and 3 hops for the

N2 = 100 node network. We assumed that data transmission frequencies ranged

from {5, 15, 45, 60} seconds.
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Table 5.4 presents the simulation parameters, while Table 5.3 lists the specific

settings for the proposed solution.

The choice of the “TSCH queue empty places threshold for cell reservation” is

based on the following reasoning: each time a packet is enqueued, the node evalu-

ates the remaining capacity in the TSCH queue. When the available space reaches

the predefined threshold, the node triggers a cell reservation request using the 6P

protocol. A specified number of cells (as shown in Table 5.3) can be requested

during this process. Further requests are constrained by the parameter ”Cycle

interval before next cell request”. This threshold is set to 2 empty places in the

queue, allowing space for the 6P transaction packet and for reserving capacity for

future packets. Such a configuration prevents queue overflow and improves the

network’s ability to handle data packets, particularly in high-traffic scenarios.

Table 5.2: Simulation Parameters

Parameter Value

Number of nodes 50, 100
Number of simulation runs 100
Simulation duration (min) 30, 270
Network area (km2) 1
Service packet period (sec) 5, 15, 45, 60
Slotframe length (in number of slots) 100
Time slot duration (sec) 0.01
Secure Joining required True
TSCH maximum payload length (bytes) 120
TSCH queue size (number of packets) 10
Number of radio channels 16

DIO packet size (bytes)
MSF PB

76 120
DAO packet size (bytes) 20 75

To determine the optimal number of proposed slots per DIO, we conducted exper-

iments with various configurations. Figures 5.1a and 5.1b illustrate the impact of

varying the number of proposed slots on the joining time and current consumption

(indicating energy consumption). These tests were carried out over a 30-minute

observation period, using a service packet period of 5 seconds, and for network

sizes of N1 = 50 and N2 = 100 nodes. As seen in Fig. 5.1a, increasing the num-

ber of proposed slots reduces the joining time for any number of nodes. This is

expected, as more proposed slots provide greater opportunities for a new node to
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Table 5.3: Parameters of the Proposed Solution

Parameter Value

Number of proposed slots per DIO 7

DIO cells duration (in number of slotframes) 10

Number of permanent DIO slots 1

Slot selection ratio within DIO slots 3

Maximum number of cells to reserve at once 5

Initial phase duration (min) 45

TSCH queue empty places threshold for cell reservation 2

Cycle interval before next cell request 2

Number of cells reserved upon reservation process 1

quickly join the DODAG. However, since the number of proposed slots cannot be

excessively high due to packet size constraints, we find that a value of 7 proposed

slots yields performance comparable to 13 slots, especially in large networks (N2).

Similarly, in Fig. 5.1b, a value of 7 proposed slots minimizes power consump-

tion, as higher values, such as 13, may result in inefficient idle listening. Hence,

we recommend setting the number of proposed slots per DIO to 7 for optimal

performance in terms of joining time and power consumption.

5.3.2 Short-Term Results

The initial phase of a network’s operation, known as ’network formation’, is crit-

ical for establishing the network’s parameters and topology. This phase sets the

foundation for network functionality, but it also entails considerable energy ex-

penditure. To assess the effectiveness of our solution in accelerating the network

formation process and minimizing power consumption [39], we conducted simula-

tions and present the results in Figs. 5.2 and 5.3. These figures were generated

under the same conditions as the previous simulations, while varying the service

packet period. Additionally, we compare the performance of our proposed method,

denoted as PB, with that of the benchmark, MSF.

As depicted in Fig. 5.2, the PB solution consistently achieves lower joining times

for any number of nodes (N) and service packet period. For instance, with N =

50 and a service packet period of 15 seconds, PB achieves an average joining

time of 11 seconds, while MSF requires approximately 12 seconds under the same
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(a) Joining time (in sec)

(b) Consumed current (in µA)

Figure 5.1: Joining time and consumed current vs. number of proposed slots
per DIO.

conditions. This performance difference is attributed to the way the PB scheme

operates: a node within PB uses predefined slots from the received DIO to define

the transmission cells for sending the DAO, whereas MSF involves sending a 6P

request to its preferred parent and waiting for a response to reserve cells. In PB,

the DAO packet serves a dual purpose: establishing the DODAG structure with

RPL and participating in the SF.

As the service packet period increases, we observe a slight degradation in the

joining time. This behavior is expected, as nodes with a shorter service packet

period transmit EB packets more frequently, thus increasing the probability of

synchronization with other nodes and enabling faster DODAG joining. Conversely,
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(a) N = 50 (b) N = 100

Figure 5.2: Joining time (in sec) vs. length of service packet period (short
term).

a longer service packet period reduces the likelihood of synchronization, leading

to a longer joining time.

The network formation phase in 6TiSCH networks often incurs significant energy

consumption before the transmission of useful data. Fig. 5.3 presents the cur-

rent consumption during network formation for different scenarios, as described

in Fig. 5.2. The results clearly show that PB outperforms MSF in terms of en-

ergy consumption for all values of N and service packet period. As N increases,

the performance gap between PB and MSF becomes more pronounced, further

demonstrating the robustness of our solution in dense network environments.

Finally, it is worth noting that the ”service packet period” has a minimal effect on

the overall consumed current. This indicates that, regardless of the service packet

period, the PB scheme remains efficient in energy consumption.

5.3.3 Long-term Performance Evaluation

In this section, we assess the performance of PB and MSF for long-term operation

in terms of key metrics such as the number of transmitted/received packets, end-

to-end (E2E) latency, network jitter, energy consumption, and node lifetime. The

evaluation focuses on the system’s efficiency and stability over time.
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(a) N = 50

(b) N = 100

Figure 5.3: Consumed current (in microampere) vs. length of service packet
period (in sec) (short term).

5.3.3.1 Transmission and Reception of Packets

Fig.5.4 illustrates the number of transmitted (Tx) and received (Rx) packets for

varying service packet periods and different number of nodes in the network (50,

100) N . For any N and service packet period, our approach outperforms the MSF

benchmark. Specifically, networks using the PB scheme achieve more frequent

transmissions, and nodes successfully receive a greater number of packets. As the

service packet period increases (i.e., when a longer service is running), the number

of exchanged packets decreases. This result is expected, as a longer service period

reduces the frequency of packet transmission during the 4.5-hour observation pe-

riod. Moreover, when N = 100, the number of exchanged packets almost doubles

compared to the scenario where N = 50. The availability of more nodes within
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the DODAG allows for the transmission and reception of more packets, within the

constraints of the 6TiSCH available channels and time slots.

5.3.3.2 End-to-End Latency

Fig. 5.5 presents the network’s E2E latency for different service packet periods

and N . E2E latency is defined as the time elapsed from the moment a source node

transmits a service/application packet until the packet is successfully received and

acknowledged by the destination node. Our method, PB, consistently achieves

lower E2E latency compared to MSF under all network conditions. As the service

packet period increases, the E2E latency follows a logarithmic trend and eventually

saturates at higher values. For example, for N = 100, the average E2E latency

stabilizes around 2.1 seconds for service packet periods of 45 and 60 seconds.

5.3.3.3 Network Jitter

In Fig. 5.6, we display the median and average jitter for transmitted packets,

for varying N and service packet periods over the long-term observation period.

Jitter refers to the variation in packet arrival times within the network, which is

typically caused by factors such as congestion, route changes, or other network

inconsistencies. The median represents the typical experience of a node, excluding

outliers, while the average jitter reflects the overall network performance over time.

According to the results, MSF exhibits a high initial peak in jitter (both median

and average), primarily during the network formation phase, which can negatively

impact real-time services. In contrast, PB consistently maintains lower jitter levels,

indicating a more stable packet delivery time. The median jitter of MSF shows

significant variability, making it unsuitable for real-time applications that require

consistent data delivery. In comparison, PB demonstrates more predictable jitter

performance. As N increases from 50 to 100, jitter performance remains stable

and does not degrade, particularly for the PB scheme.

5.3.3.4 Energy Consumption

Fig. 5.7 presents the Cumulative Distribution Function (CDF) of charge con-

sumption (in Coulomb) for the PB (blue) and MSF (purple) schemes, for various
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N values and service packet periods. The energy consumption profiles of PB and

MSF are nearly identical across all scenarios, indicating that both methods achieve

similar energy efficiency. This suggests that our solution conserves energy while

significantly improving other performance metrics, such as packet joining time,

E2E latency, and jitter. Notably, for a given N , the charge consumption does

not change significantly with increasing service packet periods. Additionally, the

CDFs for N = 50 and N = 100 at fixed service packet periods are very similar,

implying that N has minimal impact on the consumed charge per node.

Finally, in Fig. 5.8, we examine the CDF of node lifetime for both PB (blue)

and MSF (purple) solutions, considering different values of N and service packet

periods. For all scenarios, nodes in the PB-based network have slightly shorter

lifetimes compared to those in the MSF-based network. For instance, whenN = 50

and the service packet period is set to 45 seconds, approximately 67% of nodes

using PB will have a lifetime of less than 5 years, compared to 58% for MSF. As N

increases, the gap in node lifetime between PB and MSF decreases, which suggests

that our method becomes more energy-efficient in denser networks.
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(a) N = 50

(b) N = 100

Figure 5.4: Number of transmitted (Tx) and received (Rx) packets (different
service packet periods, short term).
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(a) N = 50

(b) N = 100

Figure 5.5: E2E latency (in sec) vs. service packet period (long term).
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(a) N = 50

(b) N = 100

Figure 5.6: Median and average jitter of transmitted packets (different service
packet periods, long term).



Chapter 5. Simulation and results 58

(a) N = 50

(b) N = 100

Figure 5.7: CDF of consumed charge.
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(a) N = 50

(b) N = 100

Figure 5.8: CDF of nodes’ lifetime.
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5.4 Performance Evaluation of Packet Optimiza-

tion method

In this section, we evaluate the performance of our proposed control packet opti-

mization (CR-DAO) method within the 6TiSCH network. We present the results

for various key performance indicators (KPIs) such as packet exchange, packet de-

livery ratio (PDR), latency, joining time, current consumption, and node lifetime,

comparing CR-DAO with the standard 6TiSCH protocol.

5.4.1 Simulation parameters

To provide a comprehensive view, the generated plots include outliers, capturing

the entire spectrum of results. The simulations were conducted over a duration

of 7.5 hours (450 minutes) and were repeated 100 times for two distinct network

configurations.

1. The state-of-the-art 6TiSCH, called “Standard 6TiSCH” or “STD-6TiSCH”,

2. Our method, named “Cell Reservation DAO” or “CR-DAO”.

The remaining of the simulation parameters are detailed in Table. 5.4.

Table 5.4: Simulation Parameters

Parameter Value
Number of Mesh Nodes 50

Number of Simulation Runs 100
Simulation Duration 450 minutes

Application Packet Periods 5, 15, 54, 60 seconds
Slot Frame Length 50 slots
Time Slot Duration 0.01 seconds

5.4.2 Control Packet Exchange

As shown in Fig. 5.9, the number of 6P control packets exchanged in the 6TiSCH

network is significantly affected by the application period when our CR-DAO
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Figure 5.9: Total number of Tx/Rx 6P packets (different periods).

method is deployed. For different application periods, the average number of ex-

changed 6P packets hovers around 100, with a noticeable decrease in the number

of outliers as the application period increases. This trend is due to the fact that

larger application periods result in fewer control packet exchanges over time. Fewer

control packets lead to reduced collisions and less frequent channel allocation/re-

allocation events, improving network stability and reducing overhead.

5.4.3 Data Packet Transmission and Reception

In Fig. 5.10, we present the number of application data packets transmitted and

received for both CR-DAO and the baseline STD-6TiSCH, across various appli-

cation periods. Our CR-DAO method consistently transmits and receives more

packets than the STD-6TiSCH protocol. Moreover, the close alignment between

the number of transmitted and received packets underscores the effectiveness of

CR-DAO in ensuring reliable communication.

As the application period increases, the number of exchanged packets decreases.

This is expected because a larger application period results in a longer time be-

tween packet transmissions, thereby reducing the frequency of data exchanges over

the observation period.

Further examination of the End-to-End Packet Delivery Ratio (PDR), shown in

Fig. 5.11, reveals that CR-DAO achieves nearly 100% PDR for all application
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Figure 5.10: Total number of Tx/Rx data packets (different periods).

Figure 5.11: End-to-End (E2E) packet delivery ratio (different application
periods).

periods, outperforming the STD-6TiSCH method, which has a lower PDR, reach-

ing as low as 87%. This demonstrates the superior reliability of CR-DAO, which

ensures high delivery success even in challenging network conditions.
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Figure 5.12: End-to-End (E2E) delivery latency (different application peri-
ods).

5.4.4 Latency Performance

Latency, defined as the time interval between the transmission of an application

data packet and its successful reception at the DAG-root, is a crucial metric for

evaluating network performance. As shown in Fig. 5.12, CR-DAO consistently

achieves lower average latency than the standard STD-6TiSCH method for all

application period values. This indicates that our approach provides faster packet

delivery, enhancing the network’s responsiveness.

Additionally, the latency remains stable across different application periods, high-

lighting that varying the period does not significantly affect the efficiency of our

method in terms of delay. This stability is particularly beneficial for applications

requiring real-time data transmission.

5.4.5 Network Joining Time

Fig. 5.13 illustrates the network joining time, which is the duration required for a

node to successfully join the network after its activation. Our CR-DAO method

outperforms STD-6TiSCH in terms of faster joining times, regardless of the appli-

cation period. A shorter joining time enables nodes to begin contributing to the

network more quickly, thereby improving network performance and efficiency.
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Figure 5.13: Network joining time (different application periods).

Figure 5.14: Current consumption (different application periods).

Furthermore, the average joining time remains stable across different applica-

tion periods, suggesting that the joining process is not significantly influenced

by changes in the period, reinforcing the robustness of our approach.
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Figure 5.15: Node lifetime (different application periods).

5.4.6 Current Consumption

Fig. 5.14 presents the average current consumption for the studied methods,

with CR-DAO consistently outperforming STD-6TiSCH. This improvement can

be attributed to the reduced number of control packets required by CR-DAO, as

control packets are smaller in size compared to those in the STD-6TiSCH method.

As the application period increases, current consumption decreases due to fewer

packet transmissions, resulting in lower energy usage.

5.4.7 Node Lifetime

Finally, in Fig. 5.15, we compare the node lifetime across the STD-6TiSCH and

CR-DAO networks for different application periods. On average, the node lifetime

is similar for both methods. However, a closer examination of the outliers reveals

that CR-DAO can extend the longevity of nodes in certain scenarios, highlighting

its potential to improve the operational lifespan of nodes when compared to the

baseline method.
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5.5 Conclusion

The results presented in this section clearly demonstrate the superiority of our

CR-DAO method over the standard STD-6TiSCH protocol in various key per-

formance areas, including packet exchange efficiency, latency, reliability, joining

time, current consumption, and node lifetime. Our approach not only maintains

the performance of the standard method but also improves it in critical areas,

such as latency and packet delivery ratio, while simultaneously reducing energy

consumption and increasing node lifetime.



General Conclusion

The growing demands of the Internet of Things (IoT) have emphasized the need

for scalable, energy-efficient, and reliable communication systems. This thesis

has explored these challenges within the framework of 6TiSCH networks, focusing

on reducing energy consumption and improving reliability by optimizing control

packet exchanges and enhancing cross-layer interactions.

This research proposed two key contributions to address the limitations of exist-

ing 6TiSCH networks by reduction in Control Packet Overhead, by minimizing the

number of control packets exchanged during the interactions between the 6P pro-

tocol and the scheduling function, the first contribution significantly reduced the

energy consumption of 6TiSCH networks. This optimization ensured that resource

allocation processes were efficient without compromising network performance.

Through theoretical analysis and extensive simulations, both contributions demon-

strated their effectiveness in reducing energy consumption and enhancing the re-

liability of 6TiSCH networks. The proposed solutions addressed the challenges of

scalability, energy efficiency, and reliability, making them highly relevant to the

development of next-generation IoT networks.

The findings of this thesis contribute to advancing the state-of-the-art in 6TiSCH

networks by tackling critical issues that have hindered their deployment at scale.

By optimizing resource management and control mechanisms, the proposed so-

lutions enable IoT systems to operate more efficiently and sustainably. These

improvements are particularly significant for applications requiring determinis-

tic and reliable communication, such as industrial automation, smart cities, and

healthcare monitoring.
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Moreover, the research highlights the importance of cross-layer optimization in

achieving high-performance IoT networks. By demonstrating the benefits of inte-

grating scheduling functions with routing protocols, this work provides a frame-

work for future innovations that could extend beyond 6TiSCH to other IoT and

wireless communication standards.

While this thesis has addressed key challenges in 6TiSCH networks, it also opens

avenues for future research. Potential directions include:

• Extending the proposed solutions to heterogeneous network environments

involving diverse devices and communication standards.

• Investigating the scalability of the contributions in ultra-dense IoT networks

with higher traffic demands.

• Exploring real-world implementations and experimental validations of the

proposed solutions to assess their performance in practical settings.

In conclusion, this thesis has contributed to advancing the design and optimization

of 6TiSCH networks by addressing the intertwined challenges of energy efficiency

and reliability. The proposed solutions lay the groundwork for scalable and sus-

tainable IoT systems, supporting the vision of a connected future where billions

of devices communicate seamlessly and efficiently.
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