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Résumé

Dans notre vie quotidienne, nous interagissons et rencontrons de nombreuses personnes
qui effectuent diverses activités s'intégrant naturellement dans leur routine quotidienne.
Nous constatons que chaque individu a une apparence et une forme uniques, et qu'ils
accomplissent des taches spécifiques avec des actions différentes. Nous remarquons
également des variations dans leurs mouvements, y compris des différences dans les
modeles de marche et de course, ainsi que des vitesses variables qu'ils choisissent de
déplacer. De plus, nous pouvons observer comment ils se déplacent les uns autour des
autres et évitent les obstacles qu'ils pourraient rencontrer.

Dans ce contexte, nous simulons une foule, en nous concentrant sur le défi de représenter
les similitudes individuelles et d'atteindre la diversité pour exécuter une simulation de
manicre réaliste et précise. L'objectif est de se concentrer sur la variété de la foule tout en
veillant a ce que chaque personnage ait des caractéristiques individuelles. La
méthodologie proposée combine deux approches. La premicre stratégie se concentre sur
la variation d'apparence, incluant la forme, les accessoires, la couleur et la texture. La
deuxiéme approche utilise différents types d'animations. L'application d'un cycle de
locomotion permet la création de diverses animations pour chaque mod¢le, en utilisant a
la fois le contréleur d'animateur et le script d'animateur. Des stratégies d'évitement de
collision sont utilisées entre les personnages, avec un algorithme proposé basé sur le
lancer de rayon, les principes de Newton et la conservation de la quantité de mouvement
et de l'énergie cinétique en l'absence de forces externes. Cet algorithme produit des
résultats efficaces pour déterminer les valeurs exactes de la vitesse finale des personnages.
Le systeme de foule proposé est simulé dans différentes conditions d'éclairage pour rendre
nos personnages et créer un réalisme visuel. Il intégre une combinaison de tous ces termes
pour améliorer le réalisme de la foule en termes de qualité visuelle.

Mots clés : simulation de foule, qualité visuelle, variété de foule, variation d'apparence,
animation, rendu



Abstract

In our daily lives, we interact and meet with many people performing various activities
that effortlessly blend into their daily routines. Each individual has a unique appearance
and shape and performs specific tasks with different actions. We notice variations in their
movement, including differences in walking and running patterns and varying velocities
they select for motion. Additionally, we can observe how they navigate around each other
and avoid obstacles they may encounter.

In this context, we simulate a crowd, focusing on the challenge of representing individual
similarities and achieving diversity to execute a simulation realistically and accurately.
The objective is to focus on crowd variety while ensuring each character has individual
characteristics. The proposed methodology combines two methodologies. The first
method focuses on appearance variation, including shape, accessories, color, and texture.
The second method uses different types of animations. Applying a locomotion cycle
allows for the creation of various animations for each model, using both the animator
controller and script. Collision avoidance strategies are used between characters, with a
proposed algorithm based on Raycasting, Newton's principles, and the conservation of
momentum and kinetic energy in the absence of external forces. This algorithm produces
efficient results for determining the exact final velocity values for the characters. The
proposed crowd system is simulated under different lighting conditions to render our
characters and create visual realism. It includes combining all of these terms to enhance
crowd realism in terms of visual quality.

Keywords: crowd simulation, visual quality, crowd variety, appearance variety,

animation, rendering.
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General Introduction

Daily life involves interacting with various individuals and navigating various
environments. Each individual has his habits. This characteristic displays variation in
how individuals perform their activities, behavior, and external appearance, such as the
forms, colors, and textures of their clothing and accessories .

Simulating pedestrian crowds in computer graphics is an immense challenge due to the
complexity of effectively and convincingly modeling human behavior. This challenge
emphasizes the necessity of crowd behavior simulation in various disciplines.
Applications for pedestrian crowd simulation include public safety, security,
entertainment, and transportation systems.

This field's research has received considerable interest because of its ability to provide
accurate, practical, and successful results that can be applied in real-world scenarios.
Effective crowd simulation models are essential for understanding and evaluating
interactions in various scenarios. They improve mobility in densely urban areas, and
navigation behavior and perform virtual experiments. These simulations solve
significant 1issues, improve security measures, and ensure efficiency in diverse
environments. At the same time, providing valuable insight into human behavior and
crowd dynamics.

When presenting individuals of various ages and appearances that interact in a virtual
environment, it becomes a complex and difficult challenge to represent them
convincingly and successfully to reflect the real world. Accurately modeling
fundamental real-life behaviors is highly complex, requiring substantial computational
effort and time.

To generate these individuals, several issues must be addressed: how to represent them
with diverse appearances, alter their shapes, change the colors and textures of their
clothing, and ensure their movement, including avoiding collisions in a particular
environme



General Introduction

Motivations

Crowds consist of individuals in a specific location, forming an essential aspect of
human interaction. These individuals engage in customary routines, including
commuting to work, dining at restaurants, participating in sporting activities, utilizing
various modes of transportation, and going to the mosque to perform prayers (Figure 1).

We observe specific differences in how these individuals perform their activities and
variations in their behavior and external appearances, such as shape, the different colors,
and the texture of their clothes and accessories. We also discern variations in their
mobility, encompassing disparities in their walking and running patterns and the varying
speeds at which they choose to move. Furthermore, some individuals can be observed
seated in specific locations, not engaged in particular actions. Additionally, we can
observe how they navigate around each other and avoid obstacles they may encounter
(Figure 2).

Figure 1:A picture taken in 2022 of a group of Muslims performing Umrah, they perform Tawaf
around the Kaaba

Figure 2:A picture of a group of Muslim pilgrims of different ages, genders, and nationalities,
performing the Safa and Marwa



General Introduction

Beacco [2] distinguishes between precomputed simulations and real-time applications
in computer graphics for crowd simulation. Precomputed simulations, common in the
movie industry, focus on generating high-quality virtual crowds, such as those in The
Lord of the Rings (Figure 3). In contrast, real-time applications, like video games or
virtual reality systems, prioritize interactivity, where computational speed becomes
crucial. These applications involve navigation algorithms for individual agents in large
virtual environments and require efficient techniques for generating complex scenarios.
These scenarios feature animated characters represented by fully articulated 3D figures
or similar representations, ensuring realism and performance in dynamic, interactive
settings [2].

Figure 3:The Lord of the Rings film used MASSIVE software to produce and display massive armies
within scenes [2].

Problem Overview

A virtual crowd is a collection of independent virtual beings that behave similarly to
their surrounding entities or have different individual behaviors and personalities. These
crowds are composed of many groups of virtual entities. Similar to real-life extras in
films, virtual crowds require simulation. Computers enable artists to evaluate the
activities of an entire crowd, supervise the movements of subgroups within the crowd,
and control the behaviors of each virtual individual in the crowd. Furthermore, it is
possible to control the crowd's overall movement, move around obstacles, interact with
them, and provide additional animations.

The concept of levels of detail is very useful for effective crowd rendering. When a
virtual human moves away from the point of interest, typically the camera, we will
gradually replace its detailed mesh with other meshes, more and coarser, then again with
alternative representations of more economical virtual humans in calculation time. This
allows us to display large crowds of several thousand people.
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In this context, each virtual human model serves as a template for instantiating thousands
of individuals.

The ability to change the colors and shapes of each instance is important for creating
variation and realism in a crowd. Adjusting the colors and textures of clothing and
accessories increases the variance in appearance among the created instances. People
have different hairstyles, wear glasses, carry bags, use mobile phones, and exhibit other
distinguishing characteristics. These characteristics are just as significant as variations
in appearance, as their combination contributes to creating virtual humans that are truly
unique within the crowd.

Locomotion is one of the primary actions performed by crowds. Thus, variation is an
important consideration. To achieve this, a locomotion engine is employed, capable of
generating walking and running cycles at varying speeds. This naturally creates a sense
of diversity, as individuals do not move at the same pace. Exploring how variety can be
effectively introduced during the simulation stage of a crowded engine remains a key
area of interest.

Problem-Solving Approaches:

. Appearance Variety:
-Aim to improve visual quality while decreasing the perception of clones.
-Displays the value of each character's unique characteristics.

-Explore the crowd's diversity to create realistic aspects such as shape, texture, and color

of clothes and accessories to generate character variation.

. Animation Variety:

-Includes the use of different locomotion cycles for each model.

-Utilizes the animator controller and animator script to generate different motions.

-Uses collision avoidance technique to avoid collisions between characters.

Objective and Contributions

Our work presents a research focus on addressing a challenge in real-time crowd
simulation, specifically the visual duplication of characters. The central objective is to
suggest a solution that avoids the perception of duplicated characters in the simulated
crowd.
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This is achieved by implementing concepts across various virtual human templates. To
achieve this overarching objective, we combine two approaches: introducing variety in
appearance and diversifying animations with collision avoidance.

The objective of the thesis is to focus on:
- The work concentrates on a real-time crowd simulation problem.

+ The primary purpose is to provide a method to avoid the simulation's perception
of cloned characters.

+ The use of different human models within a single simulation aims to influence
the visual quality of the crowd by creating a sense of variation. This approach
involves incorporating different models into the simulation.

+ The application of a microscopic model in this context includes a specific approach
that assesses individual human entities and their behavior inside a virtual
environment.

- In the absence of external forces, using the force model based on the Raycasting
technique, Newton's equations, and concepts of momentum and kinetic energy
conservation refers to implementing a simulation framework. To simulate
interactions among individuals in a virtual environment. This framework
integrates to determine accurate values for the final velocity of characters. The
algorithm efficiently addresses collision avoidance and contributes to the realism
of character movements.

+ Provides an overall approach based on these physical principles to consider the
dynamics and behaviors of entities within the simulated environment.

+ A combination of appearance, animation variety, and collision avoidance
techniques contributes to rendering characters realistically.

+ The proposed crowd system is simulated under various lighting conditions to
render the various characters and to improve visual realism.

The primary objective of this study is to improve the realism of crowd simulation by
addressing the challenge of visual replication. This is achieved through an approach that
considers appearance and animation variation to ensure the representation of a crowd,
where each element has individual characteristics. Thus contributing to a more precise
and realistic representation of crowds in simulated environments.
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Organization of the thesis

This thesis is focused on major parts:

We begin with the introduction, which outlines the essential points of our work, followed
by the problem statement, objectives, contributions, and the organization of this
document.

We started with a literature review dedicated to the areas addressed in this thesis. It
consists of four chapters:

In the first chapter, we present a state-of-the-art review of crowd simulation, discussing
the relevant works in this field by researchers.

We introduce various types of crowd simulations, including the design that describes the
concept of the crowd, path planning and virtual human navigation methodologies, the
classification model of the crowd, and behavioral factors decomposed into three types:
physical aspects, social factors, and psychological ones.

In the second chapter, we explore some approaches in this research domain. We provide
a state-of-the-art review of crowd variety. It offers a comprehensive review of crowd
diversity, encompassing recent advancements and research focused on appearance
variability, animated crowds, and collision avoidance techniques.

In the third chapter, we describe our approach to modeling crowd diversity, detailing the
methodologies employed to achieve visual variety within crowds. We elaborate on the
different strategies and concepts applied in our implementation, showcasing their
effectiveness in enhancing crowd visual dynamics.

The fourth chapter of our work presents our experiments and results. We begin by
presenting the gaming engine and programming languages utilized in our
implementation, followed by an overview of the architecture and the methods employed
to realize the crowd diversity concepts. We then present a thorough analysis of the
results and the impact of our applied concepts. We conclude our manuscript with a
general conclusion discussing the contributions of our work and the envisioned research
perspectives.



Chapter 1

Crowd simulation

1.1 Introduction

The field of crowd simulation has recently attracted much attention due to its many uses,
including planning and organizing pedestrian areas, subway or railroad stations,
emergency preparation, and evacuations, as well as educational, training, and
entertainment purposes. Various computer simulation models are commonly developed
to model human crowds [3].

The movies [4], gaming [5], interactive simulation [6], and safety science [7] industries
all make extensive use of virtual crowd simulation techniques. Virtual crowd simulation
necessitates a variety of building blocks, including path planning, collision detection,
individual rendering and animation, and locomotion [8]. Crowd modeling and simulation
have emerged as a critical design issue in various fields, including military simulation,
safety engineering, architectural design, and digital entertainment. Crowd simulations
have been widely used for real-time tactical military training, including creating civilian
behaviors and combat actions in peacekeeping scenarios [9].

Simulated crowd modeling is the main topic of this chapter. This section reviews previous
work and discusses the state of the art in crowd simulation. This section aims to provide
an overview of the various simulation models; it presents details about each model. In
addition, it presents path planning and virtual human navigation methodologies. Then, we
indicate the model classifications and behavioral factors.

1.2 Related works

Crowd simulation has long been the focus of computer animation studies. Much pertinent
research has been done in pedestrian dynamics, path planning, and navigation [10].
Creating behavioral models that consider the actions of actual pedestrians and validating
these models against observations of actual pedestrians is the most effective approach to
producing realistic crowd simulations
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Several research endeavors have attempted to comprehend how almost every species can
move around and navigate in space with minimal effort [11, 12, 13]. In particular,
humans participate in other cognitive activities, such as social interactions with other
group members, while walking in groups, avoiding moving or stationary obstacles, and
guiding toward common goals. This theoretical framework [11, 15] suggests that typical
patterns that result from these basic behavioral rules should be identifiable [16]. Many
approaches and methods have been suggested for crowd simulation and agent
interaction. Boids, the previous method, utilized basic velocity rules to produce a net
velocity that mixed agent navigation and collision avoidance with flock cohesive
behavior [17]. According to [18], macroscopic models are mostly used to calculate traffic
simulations and the capacity of large buildings like stadiums and conference centers [19].

Additionally, there are models of Gas-kinetics that use partial differential equations to
determine how crowd density and velocity must change over time by comparing crowds
to fluid or gas dynamics [20]. Agents use the idea of usefulness to determine their path
in route choice models. The optimal approach is determined by attempting to optimize
the usefulness of their final destinations [21].

Using Markov chain models, queuing models provide information on how agents move
from one network node to another. Typically, these links are doors or portals, and these
nodes are rooms. A set of states and transition probabilities are used by Markov chains
[22].

Physical force-based approaches direct toward a goal while maintaining a comfortable
distance between agents and obstacles by using repulsive and attractive forces [23]. Real
forces, including friction, dissipation, fluctuations, and repulsive interaction, are
described as "virtual" social forces in social force models. The model accounts for
attractive and repulsive forces and simulates crowd behavior using social forces during
emergencies [24].

Discrete dynamical systems known as cellular automata (CA; singular: cellular
automaton) simulate complex behavior using basic, local rules that move the cells in a
lattice. Traffic modeling, biology, physics, and other complex systems have all been
explored using CA models [25]. The space is divided into a uniform grid by cellular
automata models. According to the modeling system, each agent moves between specific
cell positions.

Certain techniques were used to modify the simulation paradigm by applying complex
agent representations, such as footsteps [26]. A 2D approximation of an inverted
spherical pendulum model of bipedal locomotion can also be used to plan steps.

The "animation-dependent planners method" [27] can be categorized into two primary
sets. The first set primarily concerns itself with simulating realistic behaviors related to
overall character navigation and does not significantly emphasize animations.

8
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On the other hand, the second set is attentive to the availability of animation clips and
conducts planning while considering them. This second set requires a preliminary
analysis of the available animation clips to plan paths that adhere to constraints involving
the interaction between the character's feet and the ground.

The Based Models method [28] divides the simulation space into several zones. Each
zone is simulated for a macroscopic or microscopic model, depending on the
application's needs. [29] provided a hybrid method to simulate pedestrian movements in
evaluating evacuation problems on a road network, combining macro and micro
models. The pedestrian behaviors in the cross-section are simulated using an agent-
based Leader-Follower technique.

To simulate both the typical crowd flow in the context and evacuation scenarios, [30]
have devised a hybrid modeling approach. This approach combined the macroscopic and
microscopic models into a single simulation and simultaneously applied them to different
corridor partitions. The crowd flow in the zone simulated using a macroscopic technique
is provided, while the behavior of each individual is observed in the zone simulated using
a microscopic model.

Sequential Models is a hybrid model based on layers that run macro and micro models
for the whole crowd. It applies a micro model to the same crowd to observe individual
behaviors after running a macro model to control the crowd's movement pattern [31].

[32] Provides a framework for simulating crowds that incorporates the BDI (Belief,
Desire, and Intention) model for planning and decision-making and the RVO (Reciprocal
Velocity Obstacle) model for navigating crowded spaces. Low computational costs are
available. [33] It involves integrating macroscopic and microscopic models into a single
framework. It uses a microscopic model in low-density areas to simulate individual
pedestrian behaviors. In other areas of the simulation environment, they use a faster
continuum model of pedestrian flow. [2] focuses on creating a multi-domain planning
method in crowd simulation, specifically focusing on planning that considers individual
footsteps rather than root velocities and positions.

1.3 Crowd modeling approaches

Research in real-time crowd simulation presents challenges, especially as convincing
results necessitate the effective utilization of processors (CPU and GPU) [34]. To better
understand the behavior and movement patterns of actual crowds, crowd simulation has
become an effective technique. There are different types of crowd simulation, each with
a specific purpose and area of concentration. Some common varieties of crowd simulation
include the following:
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1.3.1 Macroscopic models

The earlier crowd simulation models were macroscopic, according to their inexpensive
computational resource requirements. These models can simulate many pedestrians
without focusing on individual actions, making them appropriate for developing
evacuation simulations and determining safety conditions during evacuations [35].

Most of these models are derived from mathematical models, such as equations that are
based on the averaged traits of a group of people. The population is considered a structure
in this type of simulation, and a certain number of variables can characterize it. The
simulation model attempts to analyze variations and changes in these variables.
Macroscopic simulation employs a viewpoint that focuses on the entirety of the system,
aiming to replicate the collective dynamics of the system as a whole [36].

Typically, the system is represented at a relatively high scale, which suggests an imprecise
simulation. Furthermore, the environment is typically not well represented in these
models. The environment is frequently reduced to a container that represents the crowd
and through which one or more fluids flow. Macroscopic simulation generally does not
consider the interactions between the system's entities. The macroscopic simulation does
not take into account in detail the interactions between the entities of the system [36].
This model includes types of representation, such as Route choice models, Markov chain
models, Queuing models, and Gas-kinetics models.

1.3.2 Microscopic models

The microscopic models concentrate on modeling the local behavior of individual agents
and how they interact with other agents within the crowd. These models depend on an
individual scale, determining the location of each agent at any given time. Individual
behavior and interactions are presented using microscopic models representing pedestrian
flow at the individual level. Crowds are often regarded as a collection of independent
individuals who can interact with each other, have different characteristics and
motivations, and follow a leader or objective. These models are classified according to
their method of describing the relationships among the individuals they represent [37].
The microscopic approach involves identifying the interactions between each individual
and its neighborhood to influence the individual's behavior. These models differ in their
way of considering information from a pedestrian's neighborhood and the individual's
reaction to it [35].

These models are classified into various approaches, differing in their agent
representations, local movement functions, and the discretization of space and time [2].
They encompass several types of representations, including Rule-Based Models, Social
Force Models, Cellular Automata Models, Footstep-Driven Approaches, and Animation-
Dependent Planners.

10
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1.3.3 Hybrid models

Recently, researchers have been considering hybrid approaches that combine microscopic
and macroscopic methods, using their strengths well. Prior research has tried to utilize
both models in part or as an integrated whole [37]. The complementarity between the
advancements of macroscopic and microscopic models is evident. Some work aims to
merge the two types of models in order to take advantage of their respective advances
[14].

Hybrid simulation creates a flexible, interactive, high-fidelity simulation on a large scale
by combining the best features of both types of crowd modeling [37]. It combines a novel
continuum method for pedestrian collective motion with a microscopic model of
individual navigation; with commodity hardware, it may be used to simulate the
movements and behaviors of very large crowds at almost real-time rates. This method can
identify the best modeling model in real-time and in a continuous environment for each
area in the environment, considering the simulation context.

The approach of Sequential Models provides a synchronization technique to move the
crowd state between the macro and micro models while executing them sequentially.
First, the macro model simulates the crowd's movement by running based on the speed-
density relationship. The synchronization module enables the transfer of macro results to
the microscopic model inside the same simulation time step.

A microscopic model is then applied following the movement patterns and density
produced in the initial macroscopic step. Synchronization is essential to integrate the
results of both simulation models within a single time step [37].

1.4 Path planning and virtual human navigation methodologies

The primary challenges mobile robots consider revolve around navigation and path-
planning areas that have been studied for many years. Therefore, numerous techniques
were described and implemented for the mobile robot path-planning problem. There are
two optimization strategies for mobile robots: nondeterministic or classical and
deterministic or heuristic approaches (Figure 1.1) [116].

1.4.1 Classical approach

Classical approaches were introduced and established in the 1980s and 1990s. Before the
heuristic technique, researchers used traditional methods to address path-planning
problems [117]. However, the fundamental disadvantage of this strategy is that it has a
high processing cost and fails to adapt to the environment's unpredictability. Therefore, it
is rarely used for associated performance [118].

This section includes popular classical approach methods, including the Dijkstra
algorithm, artificial potential fields, probabilistic road maps, and cell decompositions.

11
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Optimization
Techniques
Classical Heuristic
Approach Approach
Dijkstra’s Artificial .
Algorithm Potential Field Fuzzy Logic Neural Network
Probabilistic Cell Particle Swarm Genetic
Roadmap Decomposition Optimisation Algorithm
Cuckoo Search Artificial Bee
Optimization Colony

Figure 1.1:The collective arrangement of optimization techniques employed by various researchers
[116].

14.1.1 Dijkstra’s algorithm

The Dijkstra algorithm is an established approach for determining the shortest path
between nodes in a directed network [119], making it a popular choice for path planning.
Although effective, it becomes less efficient when the starting point and destination are
far apart [120]. This strategy is also employed in algorithms that identify the shortest
evacuation route.

1.4.1.2  Artificial potential field

[121] proposed the artificial potential field (APF) method for mobile robotics, which
relies on the difference between attraction and repulsion forces to improve robot
movement through the environment. The APF concept indicates that mobile robot
movements run inside the field of forces. The attractive force attracts the robots to the
objective position, while the repulsive force keeps them away from each obstacle [122],
as illustrated in (Figure 1.2).

12
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Figure 1.2 :(a) and (b) represent a mobile robot's navigation system uses APF [116].
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14.1.3 Probabilistic roadmap

Kavraki et al [123] established the probabilistic roadmap (PRM) in 1996, with a
fundamental objective mind guiding a robot through a static environment. PRM offers
multi-query planning [124]. Road maps describe the robot's free space connection
configuration, shown on a one-dimensional curve or line. The roadmap has also been
called highway strategy [125], withdrawal strategy, and skeletal system [126]. This
method creates road maps using the visibility graph and Voronoi graph [125] to find the
shortest path from the starting point to the destination. (Figure 1.3) shows both a PRM
visibility graph and a Voronoi graph.

In contrast to the visibility graph, the Voronoi graph employs a different approach to
generate road maps in robotics and path planning. This graph utilizes Voronoi cells,
partitioning the space based on proximity to obstacle edges. The plane is divided into
distinct subregions by selecting two neighboring points on the obstacle's periphery as
center points. Consequently, the resulting road maps maintain a safe distance from

obstacles, ensuring a secure path but longer than those produced by the visibility graph
[127].

1.4.1.4  Cell decomposition

The cell decomposition (CD) technique offers a fundamental concept for categorizing
open and occupied spaces by obstacles between geometric sections or cells [127, 130]. A
cell is a succession of simple components formed by dividing open space [127]. The
purpose of CD is to minimize the search area by using a cell-based representation. In
addition, the goal is to generate a series of collision-free cells from the starting point to
the target point [33] (Figure 1.4).

13
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Figure 1.3:Visibility graph (up); Voronoi graph (down) [116].

Figure 1.4: Approximate CD [116].
1.4.2  Heuristic approach

A heuristic approach has been designed to optimize solving complex problems [128]. This
technique has shown significant effectiveness and is now widely employed in
autonomous navigation systems, contributing to enhanced decision-making and
operational efficiency in various applications [129].

14.2.1 Fuzzy logic

Fuzzy logic (FL) is a method for convincing an individual's intellect. FL is a unified
estimation (linguistic) method for determining unknown facts with uncertain rules [131].
Lotf A. Zadeh first proposed the FL system in 1965 [132]. FL is a formal plan that
represents and executes human experts' heuristic intelligence and observation-based
methods [126], [133]. (Figure 1.5) shows an example of a primary FL controller utilized
in [125]. Hex Moor [134] developed the application of fuzzy logic principles to navigate
robots and navigate around obstacles.
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Figure 1.5: Basic controller for FL. [116].
1.4.2.2  Neural network

A neural network (NN) is an intelligent system inspired by the neural perception system.
It was first designed by [135] to plan mobile robot routes. It reproduces the neurons that
exist in the human brain [136]. NN has applications in various fields, including discovery,
search optimization, pattern recognition, image processing, mobile robot path planning,
signal processing, and more. NN comprises various plain and highly interconnected
processing components that move data to external inputs [125]. (Figure 1.6) illustrates the
input, objective, and output of NN path planning.
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Figure 1.6:The architecture of neural networks [116].
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1.4.2.3 Particle swarm optimization

Particle swarm optimization (PSO) is a path-planning technique developed by Kennedy
and Eberhart in 1967[137]. The nature-based heuristics approach is simulated by
modeling the social behavior of groups of birds, fish, or flocks of creatures to find food,
adjust their environment, and deal with predators [138]. These simulations label each
population member as a particle, representing a potential solution to the problem.

PSO is similar to a Genetic Algorithm, beginning with a randomly generated population
[139]. Unlike GA, each solution is assigned a random velocity. Particles represent feasible
solutions that move inside the problem space. (Figure 1.7) illustrates how the placement
and velocity of PSOs in the search region determine their basic notion.

The PSO is utilized for mobile robot path planning in various fields, including humanoid
robots [140], industrial robots [141], wheeled robots [142], flying robots [143], and
underwater navigation [ 144] in complicated 3D environments. PSO, Zhang, and Li [145]
optimized path time for mobile robots in dynamic environments.

Global best
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Figure 1.7:The fundamental concept of PSO [116].
1.4.2.4 Genetic algorithm

Bremermann [ 146] proposed the genetic algorithm (GA) in 1958, which optimizes natural
genetics and selections. This fundamental concept was inspired by the GA's selection of
the concept of reproduction of fitness. The fitness value represents all members of the
population. The most important members of the population will survive, while the
weakest will be abandoned.

According to their fitness value, surviving individuals allow genes to be presented to the
next generation using bio-inspired operators such as crossover, mutation, and selection.
This randomized structure information was combined to construct a search algorithm that
generated solutions to the presented problems, allowing suitable paths to be developed.
The population can be described as a binary string arrangement (related to chromosomes)
[116]. Bio-inspired operators must maintain population variety. By preventing early
convergence, the chromosomal population varies from one another.
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The GA is applied in a variety of mobile robot path planning problems, including
navigating a humanoid robot [147], an underwater robot navigation challenge in 3D path
planning [148], and an aerial robot [149], [150].

1.4.2.5  Cuckoo search algorithm

Yang and Deb [151] identified the cuckoo search algorithm (CSA) as a path-planning
approach 2009. This strategy simulates cuckoos' swarm intelligence or inefficient
behavior when putting eggs in other host nests. CSA is a recently developed heuristic
technique in mobile robot path planning; therefore, its application is limited.

1.4.2.6  Artificial bee colony

In 2005, Karaboga [152] invented the artificial bee colony (ABC) technology, a swarm-
based intelligent foraging behavior of honeybees in search of food. Safari and Mahjoob
[153] utilize the Bee Colony Algorithm for real-time path planning in mobile robots,
focusing on optimizing navigation and decision-making. Its potential application in
Mixed Reality (MR) environments enhances efficiency and adaptability for robots
navigating dynamic or static hybrid spaces requiring effective path planning and
navigation solutions. The author [154] suggested employing MR inside navigation in a
static environment to find the best real-time path.

1.4.3 Synthesis

Although the heuristic method was created to solve the limitations of the traditional
approach, it still has benefits and disadvantages. Fuzzy logic may reduce reliance on
environmental information while maintaining high flexibility and performance. However,
because experts typically establish fuzzy rules, robots cannot learn and have limited
flexibility. While neural networks can manage tasks that linear programs cannot, they
demand significant processing time. While Particle Swarm Optimization is simple to
develop and requires fewer parameters, it struggles with parameter control. Genetic
algorithms support optimization with multiple objectives and stability.

An extensive computing process causes it. Cuckoo Search is relatively easy to construct
as it only requires one parameter. However, it can only address continuing difficulties.
The initial solution limits the search space in a bee colony [116].

1.5 System crowd design

1.5.1 What’s a crowd?

The question is, what exactly defines a crowd simulation model? Also, how do we define
a crowd? A crowd is a collection of individuals, creatures, or other entities that move,
interact, and exist in the exact location. The size of the obtaining varies according to the
individual problem being addressed. For example, the aim is to provide scenarios
involving as few as one agent or hundreds to thousands of agents. A crowd is essentially
a collection of individuals known as agents. An individual agent represents one of the
individuals in the crowd.
17
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Agents can move, engage in various activities, and exhibit different interactions or
responses to simulation events. Another crucial component of the model is the
environment, which should be represented using a 3D mesh or abstracted through a graph
structure. Lastly, the third essential element that must be considered in our model is time
and its division into discrete intervals [2]. (Figure 1.8) illustrates this.

Crowd Simulation Model

Agent Environment

TIME

——_———-———-————_———_*

Figure 1.8:A model of crowd simulation consists of a group of agents and the environment that they
inhabit in. Then, the simulation runs continuously [2].

In nature, human crowds are an interesting social phenomenon. A crowd exhibits a highly
constructive force and a well-organized structure in certain scenarios. In some scenarios,
though, a crowd rejects cultural norms and turns into a pack of egotistical animals. A
crowd consists of more than a group of individuals. Others can influence individual
behavior in the group for various physiological, psychological, and social reasons [9].

Individuals often notice that they behave very differently than alone when they are in a
crowd. That means that an individual might be pressured to act in a way that the general
public considers appropriate in some cases. As such, crowd dynamics can be extremely
complex. Analysis models or entirely mathematical methods are typically insufficient for
accurately describing crowd dynamics.

Over the years, various pedestrian simulation models have been created in several fields,
such as computer graphics, robotics, and evacuation dynamics. These can be divided into
two main types: microscopic and macroscopic approaches. Microscopic models consider
individual pedestrians' behavior decisions and interactions with others in the crowd. In
contrast, macroscopic models concentrate on the system as a whole (flow characteristics
rather than individual pedestrians) [25].

Several aspects of a crowd may also be included in crowd models. The external
characteristics of a crowd, such as appearance, individual poses or movement patterns,
and coordinated positions, are the subject of some studies; the social behaviors of a crowd
are the subject of other work that focuses on how they change over time [9].

1.5.2 Model Classifications

The existing models of crowd phenomena can be divided into three groups based on the
size and time scale of the crowd. These categories include models of long-term crowd
phenomena, short-term phenomena of large crowds, and short-term phenomena of
medium- to small-sized crowds.
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(Figure 1.9) illustrates how each category relates to a region in the 2D space, which is
determined by the crowd size and the time scale. A simulated crowd's size and time scale
are directly related to the features and modeling techniques of the crowd model [9].
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Figure 1.9:Classification of crowd model [9].

Several approaches to crowd modeling may replicate a real crowd's features, conditions,
and actions at varying levels of detail. The goal of a crowd simulation system is to limit
the phenomena's application and determine how long it takes to occur.

The crowd's intangible social and psychological aspects are typically the emphasis of a
crowd simulation model of a long-term event, as opposed to its physical attributes.
Generally, studies in this category are appropriate for high-level operational studies or
social science academic research, such as those examining the formation and spread of
extreme ideologies within a crowd. The physical properties of crowds, particularly their
placements and movements, are typically described via simulation models of short crowd
occurrences. In addition to academic studies, Military training, digital entertainment, and
daily operational studies have all extensively used these simulations [9].

1.5.3 Behavioral factors

Crowd dynamics are defined and influenced by several elements, including individual
positions and speed of movement, diverse social connections, and emotional states.
Depending on their goals and design requirements, various crowd models may account
for different behavioral characteristics. We classify these components into three major
categories: physical aspects, which are tangible; social factors, which are intangible; and
psychological ones, which are intangible.

Physical factors are those of an individual visible from the outside, such as their position,
movement patterns, and appearance. A crowd model that only considers these concrete
aspects typically looks at the potential effects that other individuals within the crowd may
have on an individual's movement.
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Physical elements are typically considered fundamental and low-level decision-making
inputs in most crowd models [9]. A wide variety of social factors, including culture, social
norms, family ties, and leadership, influence behavior. Typically, social theories and
social studies observations serve as the foundation for the computer models that consider
these elements. Many studies demonstrate that psychological elements like emotion have
an impact when they affect human decision-making. According to the complex nature of
the process, perspectives on how these factors affect human behavior remain varied.

1.6 Conclusion

This chapter classifies the various existing works and development efforts related to the
simulation of crowds. Additionally, it aims to explain various approaches for modeling
pedestrian behavior in simulations that improve real-time crowd behavior simulation and
intuitive navigation control, including macroscopic, microscopic, and hybrid models.
Following this, we delve into two optimization strategies for moving entities:
nondeterministic or classical and deterministic or heuristic approaches. Traditional
methods addressing path planning problems include Dijkstra’s Algorithm, Artificial
Potential Field, Probabilistic Roadmap, and Cell Decomposition. On the other hand,
heuristic strategies designed to solve complex problem resolution, encompass Fuzzy
Logic, Neural Networks, Particle Swarm Optimization, Genetic Algorithms, Cuckoo
Search Algorithms, and Artificial Bee Colonies. Additionally, the chapter addresses
behavior factors in various physical, psychological, and social domains when simulating
crowds.
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Chapter 2

Research studies focusing on the
diversity within crowds

2.1 Introduction

The amount of diversity incorporated into the 3D models used to visualize the virtual
human population significantly impacts the perception of crowds [38].

This chapter focuses on the concepts used to ensure variation within the crowd. Firstly,
we start by the modeling of appearance variation within crowds. This part delves into a
comprehensive review of prior research, exploring the current state of the art in
appearance variation. This segment's primary objective is to provide a comprehensive
overview of the diverse forms of appearance variation, such as shape, clothing, color, and
texture variety.

Secondly, we delve into studies examining animation diversity within crowds. We present
a review of relevant work to provide a complete overview of several techniques to
improve animation variation. We investigate strategies used in motion synthesis.
Additionally, collision avoidance within crowds takes center stage in this chapter. We
offer a concise overview of related work and present approaches to collision avoidance
concepts. Then, we present the concept of collision detection to avoid collisions between
objects and categorize them into two systems. Finally, we offer a synthesis of these related
works.

2.2 Appearance variety

Modeling appearance diversity within crowds is crucial for crowd simulation. This aspect
is significant for developing realistic and immersive simulations. We delve into a
comprehensive review of prior research, exploring the current state of the art in
appearance variation.
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This segment's primary objective is to provide a comprehensive overview of the diverse
forms of appearance variation, such as shape, clothing, color, and texture variety.
2.2.1 Studies exploring appearance variation

This section presents previous research works that ensure a realistic crowd variety in
different aspects such as form, height, color, and texture. The study in [39] presents a
variety of colors and textures. It offers a way to create as many color variations as possible
from a single texture.

Magnenat-Thalmann et al. [55] categorized the methodologies employed in modeling
virtual individuals into three primary groups: creative, reconstructive, and interpolated.
The creative approach involves artists generating geometric models, such as anatomically
based models. The reconstructive category focuses on constructing the 3D geometry of
virtual humans by capturing existing shapes from 3D scanners, images, and video
sequences. In the category of interpolated modeling, new geometric models are created
by combining example models with the interpolation scheme. When addressing crowds,
the initial creative technique becomes impractical, and the second reconstruction method
is unsuitable for large crowds due to cost and inflexibility. The preferred approach is
interpolation, which offers greater efficiency. [56] involves separately adjusting the
height and shape of the human body for large crowds. Scaling the skeleton of a human
template changes its height. The space of height scaling for a specific human template
skeleton can be specified (Figure 2.1).

Figure 2.1:Height diversity [56].

The variation of body shapes is essential point to get convincing results. The authors in
[40] aim to improve the clothes variety of models. They use a set of different human
meshes and change their appearance using different “outfits.” These outfits define a set
of mesh skin and clothing colors, each associated with a specific material ID. The findings
in [41] highlight that color variation can mask cloned models, random orientation, and
motion. The authors created an alpha map, which coded each region with a unique
greyscale value. Then, they manually generated 32 unique outfits for each model with
different hair, skin, clothing, and shoe colors.
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Previous works use different methods to realize the variety of colors and textures. One of
the first examples is presented as the template texture’s alpha channel, so each character’s
body part affects the color and encodes each region with a unique greyscale value [58].
In [63], the authors improve the application of the PCA (Principal Component Analysis)
method to identify the appearance information structure relative to a shape. The aligned
maps and the texture warps generate the Eigen textures and the Eigen warps that encode
the appearance variations.

The variation of body shapes is an essential point to get convincing results. For example,
[42] presents a method from a corpus of scans of the 3D range. The authors provide shape
variation based on identity- and pose-dependent, allowing for the creation of different
virtual individuals with realistic body deformations. The work of [43] presents a
parametric editing system for a dressed human body using a Shape Completion and
Animation of People (SCAPE) model. This revised SCAPE approach separately
represents variations in body shape and poses, using semantic parameters, providing
intuitive control, and simultaneously allowing real-time computation. They demonstrate
that this system is adequate for 3D human bodies in various poses, with various body
shapes and clothing.

To simulate a real-world crowd, [38] created a set of crowd templates in various sizes
and forms. They represent a data-driven technique for creating a crowd with diverse body
shapes. They base their model development and distribution approaches on body
measurement and demographic data from the anthropometric database Civilian American
and European Surface Anthropometry Resource (CAESAR) (Figure 2.2).

[44] Examined the attraction and realism of female body shapes developed as morphs
between realistic and stylized versions using concepts for design from notable computer
animation studios (Figure 2.3). The study indicated that characters with in-between
morphs were the most appealing. Approximately 33% of these morphs received the
highest scores for realism and appeal, while 66% were evaluated as likewise appealing
but less realistic.

Ve

)

Figure 2.2:A collection of models generated with data-driven shape selection and creation method [38].
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0% 100% 0% 100%
Marvel Disney

Figure 2.3:Transitions from realistic to specific stylizations of virtual characters, sampled at 0%, 33%,
66%, and 100% [44].

Participants also found it challenging to identify color clones within a scene [41], and

introducing variations solely in the colors and textures of characters' upper garments
proved to be as effective as comprehensive variation [57] (refer to Figure 2.4).

In real-time crowd applications, two widely adopted techniques for introducing diversity
are hardware-accelerated color modulation per body part [58], [40], [59] and texture
variation [60], [61]. (Figure 2.5) illustrates a typical pipeline, while (Figure 2.6)
showcases a real-time rendering of a typical crowd employing similar techniques.

b b

Accessories

Top and facnalttexture variation ‘ i‘ i

Figure 2.4:Clones can be disguised utilizing texture changes in top garments and faces. Accessories,
while more expensive, significantly improve the perceived variety of a crowd [57].

Figure 2.5:A typical rendering pipeline that enables variation (left) and an example of adding
variation to one character using eight different diffuse textures (right) [40] [61].
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[45] report that the variation of the textures of the faces, for example, beards and makeup,
were equally as effective as expensive calculating techniques that changed the shape of
the face. Another solution focusing on the face as a factor is presented in [46]; this solution
avoids the problem of uniform faces in the crowd by a technique for automatic or semi-
automatic generation of human faces, using a template matching segmentation on face
models in the composition process for virtual actors. It creates the desired variety of 3D
human faces. The study in [47] only focuses on the crowd simulation rendering aspect,
which generally requires three criteria: to know the quantity, the quality, and the diversity
of characters. Numerous studies have established that variations in facial texture
contribute to a considerably enhanced level of attractiveness [48], [49].

Figure 2.6:A crowd scene generated using our Metropolis crowd system using color and texture
diversity to create a varied crowd [45].

[50] Created textures from images of women of various ages and tested these textures on
a single female virtual character in the cosmetics area. The results indicated that the
images with perfect skin were perceived as younger and more desirable than the
representations with significant variances in color in the skin.

According to [51], the crowd rendering system preprocesses a source character by
applying the fine-to-coarse progressive mesh simplification algorithm to every source
character. Vertex normal vectors were utilized to achieve appropriate shading effects for
the crowd and related data, such as textures, UV coordinates (2D texture axes), skeletons,
skinning weights, and animations. The authors rebuild the meshes of source characters
based on the fatten pieces of texture UV sets and organize the source characters and
instances into buffer objects and textures on the GPU. Then, they perform runtime tasks
on the GPU through five parallel processing components. Their approach is integrated
seamlessly with continuous LOD (Level of detail) and View-Frustum Culling techniques.
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Impostors are helpful for color modification; however, when viewed closely, the
characters appear identical [75], [76], [77], [40], [78]. Texture variation solves this issue
by combining additional textures with the character's textures to create effects like make-
up, facial hair, wrinkles, eye sockets, face spots, hair coloring, and clothing patterns [57],
[79].

Authors in [52] study the number of identical models or clones in the crowd without the
viewer noticing them. They present 34 videos using Unity 3D. Each has 10 seconds of
time frames with 40 models walking in place. An online survey was set up to validate the
hypothesis by asking participants if they found any clones in the video and how difficult
it was to find them. Their responses indicate that determining the clone that was acquired
or spread is simple.

The study in [51] represents a real-time crowd-rendering system. It arranges the different
types of character data on the GPU, like vertices, triangles, and vertex normal, and then
performs runtime tasks on the GPU.

2.3 Animation crowd

The movement of characters in a virtual environment can be studied through crowd
simulation. Most research on crowd modeling and simulation focuses on how a crowd
moves. Managing agent motion in virtual environments necessitates precise control over
navigation. Crowd modeling and simulation is a rapidly evolving field, so the research
developments and achievements of different communities tend to be diverse and deal
with issues from different perspectives [9]. Each human has to do his/her action to get a
convincing variety of animation visually because if they take the same animation, the
results become unrealistic [41]. Simulating and realistically visualizing large crowds in
virtual environments is a costly task. Realistic simulations require characters to be
animated and to look different from each other [71].

2.3.1 Research on animation within crowds

Motion is important to sense the variety of the crowd because the physical appearance
of virtual characters cannot vary enough. As a result, many researchers have proposed
methods for animating. For instance, [72] focuses on reducing memory requirements to
generate and animate various characters of the crowd. There are two steps: The first is
to reduce segment and label a set of virtual character data into simpler body parts. The
second step includes a method for integrating installation and peels information into the
shared texture space between the new characters. Rig and skinning information is
included in global textures via the UV parameterization that every created character
shares, requiring only one set of rig and skinning textures for each appropriate gender or
age variant (male, female, child) to animate an entire crowd [72] (Figure 2.7).
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The study in [2] proposes a few techniques for improving the following areas: It works
on a multi-domain planning approach and planning using steps instead of just the speeds
and positions of the roots in crowd simulation.

The animation focuses on a frame to eliminate the artifacts of sliding of the feet and on
the synthesis of the movements of the characters to follow the track. It also provides a
novel rendering method based on joint impostors in validation experiments.

[71] Reduce memory usage and optimize the rendering stage. They use two
complementary structures; the initial structure is a skeleton with octrees connected with
each limb, which is used to compute the amount of detail of geometry and animation.
The second structure is a scene tiling used to select the level of detail for the character's
geometry, animation, and behavior. On top of this tiling, a quad-tree is generated and
used for additional rendering optimization, allowing us to merge geometry from multiple
characters in parts of the scene far from the camera. This tiling can also be a balancing
mechanism, making collision avoidance calculations more efficient [71]. Impostors
present a significant memory challenge because they require much memory to compute
and pre-store each animation key frame and viewpoint. Impostor's memory footprint has
been successfully reduced due to the efforts of [73] and [74]. Regardless of these
developments, the introduction of visual variation, which is required to ensure character
individuality, causes an unexpected increase in memory utilization. This is due to the use
of visual variety methods, which involve changing the character's color, textures, shape,
and movements, requiring a larger memory footprint even for modified impostors.

Pre processing

Embedding
Rigging &

Skinning

Generation of
Diversity

Animation and Rendering

Figure 2.7:Overview of the Method. Pre-processing and runtime phases are included in our method.
Offline asset organization, reduction, segmentation, and rig and skinning encoding in texture space
are all done. The resulting assets are used to generate diversity, animation, and rendering during
runtime [72].
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[81] Describe an improved impostor technique in which each character is represented as
textured boxes that store color and depth information. The boxes are animated using rigid
transformations, and the shape is reconstructed via relief mapping. The same authors
show how to render animated characters efficiently using optimized per-joint impostors
sampled from discrete view directions [74]. Instead of selecting a single image for the
entire character from a series of pre-defined postures, their characters are animated by
applying rotations directly to the impostor's joints.

[41] It discovered that character duplicates were difficult to detect due to animation
variability. Especially when a duplicate was associated with random motions or when
motions were out of step. The difficulties of animation variation include establishing the
mechanism by which a character will move (rigging), reducing or eliminating the visual
artifacts produced by joint motion (skinning), and animation reuse. Furthermore, to
reduce creating time, they must be executed automatically.

[80] Describe a multi-resolution point sample rendering technique for keyframe
animations in their study. This method takes keyframe animations of triangle meshes as
input and creates a hierarchy of point samples and triangles that display the scene's
various resolutions. This approach uses a randomized sampling step and a stratification
step to compute point sample sets with the least oversampling. The algorithm results in
a rendering time independent of the geometric model's complexity.

[94] provides a probabilistic low-dimensional creation of shape poses using Gaussian
Process Dynamical Models. New motion variants are created by sampling trajectories
using the Monte Carlo Markov Chain. It synthesizes an infinite number of variants of
any of the input movements and any blended version without requiring costly non-linear
interpolation of input movement variations in the mesh domain. The output variations
are statistically similar to the input movements but differ possibly in poses and timings.
The goal is to generate infinite variations for each blended motion (Figure 2.8) and
(Figure 2.9).

The resulting mesh matches the training samples in realism, facilitating 4D model dataset
augmentation. To produce a diverse heterogeneous crowd, [53] proposes a multi-agent
reinforcement learning-based approach and provides varied input settings to learn
generalized crowd steering and present a variety of crowds.

RN ASETELR

(a) Jumping long.

P tAR YY)

(b) (1 — w) Jumping short + w Jumping long, w = 0.5.

SERARERRAAR

(c) Jumping short.

Figure 2.8:Jumping variations overlapping, each with a different color [94].
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(a) Jogging.
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(b) (1 — w) Walking + w Jogging, w = 0.5.
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(c) Walking.

Figure 2.9: Locomotion variations overlapping, each with a different color [94].

2.3.2 Animation synthesis

Many studies have been performed in motion synthesis, particularly in the context of
walking locomotion. The methods used can be divided into procedural techniques,
physics-driven approaches, and example-driven procedures [2].

2.3.2.1 Physics-based techniques

Physics-based algorithms provide animations that capture realistic forces on joints by
focusing on dynamics and physical property principles [84], [85]. One significant
disadvantage is the limited level of control over the animation, as well as the processing
expenses involved. Because of the complex calculations, they are unsuitable for real-time
applications where swift responsiveness is a critical requirement [2].

2.3.2.2 Procedural techniques

Procedural techniques include creating motion from the base and applying scientific and
biomechanical concepts. While these methods enable a high level of control, they often
fall short in perceived realism [2].

[82] proposed a biomechanical-based human walking model that uses knowledge of body
structure, joint mechanics, and motion dynamics to create a realistic representation of
human locomotion. Despite the exact control over animation, the results appear unnatural.
Notably, procedural techniques may impact specific types of movements, such as running
[83]. Notably, procedural techniques may have impact on specific types of movements,
such as running [83].

2.3.2.3 Example-based techniques

Example-based techniques in motion synthesis involve applying pre-existing motions to
produce a locomotion sequence. These motions are typically taken from motion capture
clips to improve the natural quality of the results.
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The process involves concatenating clips to form novel sequences or employing blending
and parametrization to fuse or merge them, ultimately synthesizing entirely new motion
clips [2].

e Transitioned motion fusion

Motion concatenation is effectively creating motion clips with transitional features
between them. This approach produces highly realistic motions because no part of the
sequence is created or entirely novel [2].

An alternate method called motion patches is used to synthesize interactive motions
between different characters [86]. This method uses deformable motion patches that are
covered spatially and temporally. Each motion patch is a collection of motion fragments
encapsulating character interactions (see Figure 2.10).

Considering the complexity of these interactions, the resulting motions provide an
efficient simulation of virtual characters interacting with one another in a specific way,
making them unsuitable for traditional crowd simulation modules [2].

Matching
entries and exits

-

Entry

Figure 2.10:Synchronizing the corresponding entry and exit locations of deformable patches is required
while connecting them. As depicted by [86], each patch encapsulates its motion paths projected onto the
ground as convex polygons.

e Parameterized motion synthesis

Techniques such as motion parametrization and motion mixing are used in dynamic
motion interpolation. These algorithms build novel sequences based on specific
parameters, such as an end effector position, by interpolating between several pre-existing
motions [2]. [87] For example, proposed parametric motion graphs allow a higher level
of control than alternative paradigms (see Figure 2.11). The survey released by [88]
provides a comprehensive review of motion combining and interpolation approaches.

30



Research studies focusing on the diversity within crowds

e Retrieving movements

There are two primary methods in the process of incorporating motion clips. The first
involves manual creation by skilled artists using software like 3D Studio Max [89] or
Maya [90]. While this approach offers accessibility and flexibility, it is time-consuming
and highly reliant on the artist's expertise.

On the other hand, motion capture systems provide an alternative. Although they may be
less accessible, the resulting clips are generally more realistic and natural than those
created manually [2].

Motion capture systems can range from expensive, high-quality results, such as those
used in movies (see Figure 2.12) or high-budget video games, to low-cost solutions with
bad results, such as those using the Microsoft Kinect camera (see Figure 2.13). These
systems can also be classified into those that use markers to obtain actor positions and
those that do not, using computer vision techniques or depth cameras. It is also worth
noting that motions recorded straight from a motion capture system have much noise that
needs to be cleaned out [91], [92]. Fortunately, the web contains some excellent databases
of motion capture recordings that are freely accessible to the public. For example,
consider the Carnegie Mellon University database [93], which has thousands of motions
that categories have accurately classified.

w

Figure 2.11:An interactively boxing character employing parametric motion graphs, executing a user-
directed punch in the top image and seamlessly ducking below a user-specified height in the bottom
image [87].

2.4 Collision avoidance

Collision detection is an important aspect of game creation because it allows game
components to interact with one another in a realistic and evident way. Collision
detection in 2D games is often performed by looking for overlaps between the bounding
boxes or forms of game objects. However, as games have become more complicated,

improved algorithms and strategies have been developed [95].
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When we entirely focus on crowds, we run into challenges. For example, collision
avoidance among many individuals in the exact location necessitates different resolving
methods to avoid collisions between characters. Collision avoidance is a key aspect to
consider if we want to simulate the crowd system. Using collision avoidance will
increase the realism of the crowd system while also making it more interesting [96].

Figure 2.12: Andy Serkis as Caesar in the 20th , 2014 Fox film "The Dawn of the Planet of the Apes."
The actor's performance is captured by Weta Digital's complicated motion capture technologies, which
involve numerous cameras and markers (left), and then transferred transferred to its digital character

(right) [2].

Figure 2.13:Microsoft Kinect 2.0 is an inexpensive depth camera. One of its uses could be markless motion
capture [2].

2.4.1 Research on collision detection within crowds

Collision detection is an essential feature in game development that determines when two
or more objects in the game world collide or intersect. It is essential for creating realistic
and immersive game experiences. If collision detection is unsuccessful, the sense of
realism and immersion in gaming decreases [95]. Numerous techniques have been
suggested to attain collision avoidance behavior in crowd simulation. Craig Reynolds first
suggested flocking as a crowd behavior in crowd simulation [17] and introduced a
combination of cohesion, separation, and alignment. A collision avoidance mechanism
and separation behavior are provided. After that, he created collision avoidance, obstacle
avoidance, and path following for steering behavior [97].
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Helbing created Social Force [23], which simulates the pedestrian boundary between
individuals in crowd simulation. According to this study [96], collision avoidance in
crowd simulation mainly focuses on agent-based designs that focus on factors such as the
agent's position, distance, direction, and velocity.

Steering strategies consider the locomotion rules of an animation system. Paris and
Donikian [112] present an approach in which the animation module can potentially inform
steering that an action is not feasibleMusse, Thalmann [99], Shao, and Terzopoulos [113]
solve higher-level pedestrian challenges; their navigation modules provide a range of
navigation behaviors that apply directly to animations the character may generate. Van
Basten and Egges [114] examine the difficulties of integrating navigation with animation,
offering concepts to decrease such disparities. [115] Presents a method for the problem
of generating crowd motions with shape preference based on a user-defined goal. The
approach consists of two steps:

First, generate a rough path for the desired shape template and then use fuzzy rules to
guide the crowd's movement. The method generates a path for the shape template based
on the goal configuration and exacting shape requirements, which may not be completely
collision-free. The crowd will be guided along the path using a template with several
fuzzy rules. The crowd motion should follow a reasonable route and maintain the desired
shape to the greatest extent possible (Figure 2.14) and (Figure 2.15).

To ensure safe navigation in a marine environment with nearby objects, [103] proposed a
local collision avoidance algorithm for uncrewed surface vehicles (USVs), which is based
on a steering strategy that corresponds to the International Regulations for Preventing
Collisions at Sea (COLREGS). The algorithm in this study is divided into three sections:
collision risk assessment, steering occasion determination, and navigation waypoint
update.

2)

(b)

(c)

Figure 2.14:Examples of crowd motions that correspond to a specified shape [115].
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The closest point of approach method is used to estimate a collision risk based on an
analytically reasonable angle range. The steering occasion determination gives a safe
distance interval from an obstacle by determining a supplementary steering angular
velocity.

Figure 2.15:An example of crowd movement through obstacles in an arrow-shaped structure [115].

The navigation waypoint update provides a temporary waypoint to navigate the USV
while considering COLREG passing, direct, and crossing regulations. Finite-state
machines are used to solve these three parts. [104] used a rule-based Bayesian Network
technique to model the collision risk of ships and marine buildings.

Although the rule-based approach has clear logic, high visibility, and stability, it results
in irregular ship behavior due to the state-cutting condition. It is easy to have conflicts
between the causing conditions of a behavior, resulting in system failures. Additionally,
there are obstacles in the processing of complex working situations as well as the
development of algorithm performance [105] [106].

Many researchers have developed soft computing approaches to solve these difficulties,
such as genetic algorithms [107], velocity Obstacle [108], fuzzy logic [109], geometric
calculation [110], and model predictive control [111]. Crowd simulation collision
avoidance strategies may include short-term avoidance [98] and multi-resolution
techniques [99]. Reciprocal velocity Obstacles (RVO) and Hybrid RVO [100] are
approaches to collision avoidance behavior that can be implemented in real time for
significant individual contexts. Motion Oriented Bounding Box (MOBB) [101] is another
crowd simulation technique based on the bounding volume technique. The authors in
[156] created a field of vision for each character to demonstrate a hybrid collision
detection method. Their three-stage collision avoidance behavior approach begins with
constructing perception, producing a bounding volume representing the agent’s range of
vision and mobility. The handling of collisions comes next, followed by the collision
response, dependent on perceived velocity.

2.4.2 Approaches of collision avoidance concepts

Computer games and training simulations are among the rapidly growing computer uses
nowadays. Real-time simulations, such as crowd simulation, are becoming more
necessary due to these concerns [96]. Collision avoidance is a key consideration in crowd
simulation. Using collision avoidance instead of collision detection has no extra costs.
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Detecting and resolving collisions in crowds is challenging and varies by size. Many
researchers used the collision avoidance strategy to represent flocks, herds, and large
crowds. Flocking is a technique developed for modeling crowds of animals or humans
[17]. Follow three rules of thumb: steer away from neighbors and obstacles, steer towards
related entities' centers, steer at an average velocity with the group, and maintain direction
with neighbors.

In crowd simulation, there are two types of obstacles: static and dynamic objects. Static
items, such as buildings, furniture, and trees, are immobile, while dynamic objects, such
as people, animals, and cars, are moving. Avoiding collisions between multiple people in
the same location necessitates various strategies than avoiding collisions between two
people. In Crowd Simulation, Humans avoid obstacles in their environment in a
complicated way. Sometimes, they wait for others to move first; sometimes, they move
aside while still moving. Collision avoidance is a fundamental problem in crowd
simulation [96].

Crowd simulation without collision avoidance reduces realism. A world without collision
avoidance would be terrifying, resembling a ghost city where individuals and obstacles
pass directly through each other. It would be a confusing and disappointing situation.
Collision avoidance must be implemented to provide a realistic and efficient crowd
simulation. Previous studies have used a variety of collision avoidance strategies. For
example, consider the long-term avoidance predicts and prevents collisions. Short-term
avoidance is used when long-term avoidance fails to prevent a collision. The objective is
to control thousands of individuals in real-time. It is a low-level agent-based method [98].

long-term avoidance produces less believable results than agent-based approaches since
they fail to account for the individuality of each pedestrian. However, they have
significantly reduced computing costs. [98] presents a hybrid architecture for real-time
crowd motion planning that remains realistic and scalable. Using a navigation graph, it
divides the environment into sections of varying interest. In regions of great interest, it
uses a potential field-based strategy. Because it only uses it locally, this method can plan
motion for many more groups and smaller grid cells than with an algorithm purely based
on it. In other regions, motion planning is guided by a navigation graph and short-term
collision avoidance algorithms.

[99] presents an approach to crowd behavior that considers the interaction between groups
of individuals and the resulting emergent behavior. It treats individuals as autonomous
virtual beings that change their parameters based on their environment and provides a
multiresolution collision approach designed for crowd modeling.

Crowd simulation has proven effective in movies like The Chronicle of Narnia and The
Lord of the Rings series. The game features a highly realistic crowd simulation that
enhances realism. Without it, players could encounter unrealistic scenarios, reducing their
interest level. A well-designed crowd system is essential to prevent collisions and
maintain a dynamic, exciting experience [96].
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2.4.2.1 Collision detection

Collision detection in current game production is a complicated process that necessitates
an excellent knowledge of the physical features of objects in the game environment and
the computational algorithms used to simulate their behavior. There are numerous ways
to detect collisions, each with benefits and disadvantages. [95].

Collision detection is an important technique for avoiding collisions between
objects. Collision detection can represent an object's distance, direction, and velocity to
determine the estimated location of an object over a certain number of times, accordingly
predicting intersection and executing collision avoidance action [102]. The analysis of
when two objects collide or make contact with each other is an essential aspect of
computer games, implying that the interaction between objects is a fundamental element
of computer games.

In computer games, correctly detecting interactions is important because these
interactions determine the gameplay experience. In an action game, for example, the
bullet hits a player, or the hero cannot pass through the maze wall. In basic terms, collision
detection aims to identify whether the images in two dimensions of two or more objects
overlap one other by an algorithm. To specify further, the challenge is slightly more
complex: detecting whether one object contains a pixel that overlaps with a pixel of
another object [95]. A critical decision regarding the collision detection system or model
must be made at some point through the game development process. The choice is not
always straightforward and uncomplicated. There are several various types of games
where interactions can be highly complex, and not all issues are always evident [95].

However, the model used is essential as it significantly impacts both development time
and the gaming experience itself. Collision detection systems can be categorized into two

types:
* Pixel-based collision detection: checks the overlap of the pixels of the images

corresponding to the colliding objects. It is capable of detecting a precise, real-
world collision.

* Bounding object-based collision detection: involves determining the intersection
of objects using enclosing shapes (such as boxes, circles, and polygons) rather
than individual pixels. In general, the method does not provide exact collision
detection.

Depending on the complexity of the object's texture, pixel-based collision detection can
be computationally intensive and complex. Consequently, game developers often aim to
enclose the moving elements in simpler objects and apply collision detection to these
whenever possible. Circles or boxes are commonly chosen due to their simplicity. The
collision testing, rotation, and translation calculations using these shapes are far less
computationally expensive than methods like bounding polygons or pixel-level tests.
While these shapes may not perfectly match the object's proper form, they serve a
practical purpose in game development [95].
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2.5 Synthesis of related literature

Author(s)/ | Approach /Model Contributions Advantages
discipline /Disadvantages
-McDonnell | -Experiments assessed | -Variations in color | -Improves the perception of
human sensitivity to | enhance variety. crowd variety
et al [2]
cloned appearances, Lo )
(2008). . -Optimizing crowd | -Results from experiments
varying color, . .
. . rendering lack realism.
-Computer orientation, and
Graphics animations. -Focuses on visual diversity
and excludes interaction.
-Human-
Computer
Interaction
-Boukhayma, | -Developed a method to | -Principal -Offer dynamic shape more
A generate Eigen | Component efficiently
et al. [3]|appearance maps for | Analysis (PCA) | -Limited performance in
(2016). representing  dynamic | was applied to | shape changes.
-Computer shapes. identify the | -High computational cost for
Graphics. -Used 3D reconstruction | structural extensive, complex data.
for temporal shapes. relationships
between appearance
and shape.
-Shi, Y. -Data-driven  approach | -Technique -Generated diverse body
et al [4] | generates realistic, | generates shapes,
(2017). distinct body shapes. perception based on | - Focused on body shapes,
-Computer real-world excluding dynamic
Graphics measurements. interaction.
-Virtual -Limited generalizability for
Reality large-scale complex crowd
-Crowd simulations
Simulation.
-Johansson, | -Experiment in which | -Examined cloned | -Demonstrated  how  to
D viewers are asked to | character’s impact | recognize clones,
and Ravantti, | perceive and evaluate | on realism in virtual | -It  involved only 14
R [5] (2020). | simulated crowds | crowds. participants, which limits the
-Computer containing cloned generalizability of results.
Graphics. characters.
-Focus only on clones’
distribution, neglecting other
factors like /clothing
variations.
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-Reuben, F -Explored creating | -A proposed | -Provided a framework for
et al [44] | appealing female | framework for | appealing female avatars,
(2016). avatars through 3D | creating appealing | balancing realism and
-Computer body scans. avatars with | stylization.
graphics. stylization -The study focused on
-Computer techniques. female avatars, limiting
vision -Explored generalizability to other
-Human- balancing realistic | avatars.
computer body -Perception of
interaction. representations and | attractiveness varies,
enhanced challenging universal
stylization. appeal without cultural
sensitivity testing.
-Ruiz, S. -Proposed a memory- | -Reduced memory | -Reduced memory for real-
et al [72] | efficient technique for | for efficient large- | time, diverse crowd
(2013). simulating diverse | scale crowd | simulation efficiently.
-Computer crowds, using | simulations. -Optimized memory
graphics. animation preserves diverse, realistic,
-Animation. parameterization, -Enable scalable | engaging crowd animations
compression, and | crowd simulations | -Reducing memory usage
resource sharing to | for real-time, large- | may limit individual
reduce computational | scale virtual | behavior complexity and
load. environments. interaction variety through
animation parameterization
and instancing
-Compression  techniques
reduce memory but may
introduce artifacts,
impacting animation quality
and crowd smoothness.
-Boukhayma, | -Proposed a method to | -Generated realistic | -Enable  diverse motion
A., synthesize controllable | motion variations, | variations, saving time and
and Boyer, E | variations in motion | enhancing resources in  animation
[94] (2017). capture data, | efficiency and | production.
-Computer preserving realism with | flexibility without | -Provided  control  for
vision. statistical modeling. extra capture | customizing motion and
-Motion sessions. simulations.
capture. -Parameterizing motion
-Provided a tool for | capture and controlling
motion capture, | variations can be complex.
enabling flexibility
and reducing | -Less effective for complex
variations capture | movements.
needs.
-Wang, D, et al | -Proposed a | -Presented an | -Algorithm ensures
[103] COLREGs-compliant | innovative collision | COLREGs compliance,
(2021). collision avoidance | avoidance reducing collisions.
-Marine algorithm for USVs, | algorithm for | -Managed dynamic
robotics. featuring dynamic | uncrewed aerial | scenarios, enhancing USV
-Control obstacle detection, | vehicles (USVs), | effectiveness.
systems steering strategies, and | following the | -COLREGs integration may
engineering. optimized path | International increase computational
adjustments for safe, | Regulations for | demands, limiting
efficient navigation. Preventing performance.
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Collisions at Sea

-Environmental conditions

(COLREGS). limit the algorithm's real-
world applicability.

-Ensuring  secure | (weather, wave

maritime interference).

navigation.

-Provided a real-

time steering
framework that
accounts for the
dynamic behavior

of other vessels.

-Increased the

operational  safety

and navigation

efficiency of USVs.
-Shaobo, W et | -It adapted the | -Modified velocity | -Modified VO  method
al[108] (2020). | traditional velocity | obstacle ~ method | enhances collision
-Marine obstacle concept for | improves avoidance in autonomous
robotics autonomous ships, | autonomous  ship | ships.

-Autonomous | using real-time sensor | navigation. -Ensuring safe autonomous
systems. data to calculate safe navigation in  dynamic
velocity space while | -The decision- | conditions.
incorporating decision- | making system | -Modified VO algorithm
making algorithms for | ensures  collision | may increase computational

collision avoidance. avoidance and | complexity
balances safety and | -Requires further testing,
efficiency. especially in unpredictable

or extreme conditions like
poor weather.

Table2.1: Analysis of specific related works .

This section synthesizes significant results from previous studies on crowd simulation,
focusing on how to represent crowds in ways that reflect the characteristics of humans,
preserve their appearance, and model their movement to ensure realistic and practical
simulations. Researchers have extensively investigated methods to enhance crowd
differentiation and recognition, mainly through appearance and motion. For instance, [2]
demonstrated that variations in color and animation enhance diversity, while [3] proposed
a method for generating Eigen appearance maps to represent dynamic shapes.
Additionally, [4] employed a data-driven approach to create realistic and distinct body
shapes, and [44] explored 3D body scans to develop visually appealing female avatars.
These findings demonstrate the importance of appearance diversity.

Furthermore, [94] introduced a method to synthesize controllable variations in motion
capture data, maintaining realism through statistical modeling. Similarly, [103] presented
an innovative collision avoidance algorithm for uncrewed surface vehicles (USVs)
following COLREGs, and [108] improved autonomous ship navigation by modifying the
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velocity obstacle method. These studies emphasize the significance of animation
diversity.

However, despite these contributions, it is evident that each study focuses on a distinct
component. The integration of appearance diversity, motion variety, collision avoidance,
and approaching methods into the same system remains to be realized. It emphasizes the
necessity for a comprehensive approach that combines these elements. Accordingly, our
study aims to build results by simulating crowds with diverse appearances and shapes,
incorporating accessories to enhance individuality, and applying varied movements at
different speeds. Additionally, the Raycasting method, physical rules, including
Newton’s laws, will be implemented using to ensure effective collision avoidance and
realistic interactions, enabling the simulation to achieve a higher degree of realism and
offer significant insight into developing realistic environments.

2.6 Conclusion

This chapter examines different works and efforts related to the diversity of appearances
in crowds. It includes a combination of shape, clothing, accessories, color, and texture.
We also focus on various works and efforts associated with crowd animation. We
introduce the concept of animation synthesis and categorize existing methods into three
categories: procedural techniques, physics-driven approaches, and example-driven
procedures. Subsequently, we determine three distinct processes: transitioned motion
fusion, parameterized motion synthesis, and retrieving movements. In addition, we
present various works and efforts related to collision avoidance and introduce the concept
of collision detection. Then, we determine its two categories of systems: pixel-based
collision detection and bounding object-based collision detection. Finally, we delve into
a discussion of the related works, indicating their methods, contributions, advantages, and
disadvantages.
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Chapter 3

Modelling crowd variety

3.1 Introduction

Simulating several crowds is essential for real-time applications like games, animation
movies, and navigation systems. These applications can include features and details that
improve the appearance of the virtual environment and its components while also
increasing the system's realism. This chapter focuses on enhancing diversity within crowd
simulations by exploring various concepts and techniques. It is essential in crowd
simulations to include diverse appearances among crowd characters; otherwise, the
simulation may appear unreal. We aim to produce convincing results that demonstrate
various forms of appearance difference, such as clothing, color, and texture diversity, in
order to differentiate between them and eliminate the vision of visual replications within
the crowd while taking into account diverse human genders, such as women, men, young
children, and an older adult. Each individual is attired in distinct clothing, ensuring that
every model possesses a unique color and texture map encompassing variations in hair,
skin, body, and accessories. Then, we present our crowd animation approach to provide
a different range of motions by building locomotion cycles for each model to make
various animations in our scene.

Additionally, we detail a method to prevent collisions with our characters. The proposed
algorithm is grounded in Newton's laws, the laws of momentum, and the conservation of
kinetic energy without external forces. This approach yields reliable results for
determining accurate values of the characters' final velocities.

3.2 Modeling virtual human variation

The simulation of the crowd has to contain different characteristics that can be used to
present a real crowd rendering in the virtual scene. The aim is to merge the items
mentioned in (Figure 3.1) to get the desired result. Diversity must be applied to create a
crowd to realize each character’s individuality.
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We present the diversity of our characters through a combination of the following
concepts:

* Appearance variety, featuring hair mesh variation, shape and height, clothing,
accessories, colors and textures [155].

* Animation variety, allowing specific motions for each character while ensuring
collision detection and avoidance.

\ Crowd variety ‘
Rendering
‘ App ea.rance ‘ ‘Animation varietv‘
variety | :
¥ ‘. Y ) ¥ ¥ ) ¥ - L4 "
‘ Hm. n}esh ’ Shape and height H Clothing ” Accessories Color and texture ‘ Co.l lision ‘
variation il ) 1l ' avoidance

Figure 3.1:Modeling virtual human variation.

The proposed approach involved various types of virtual humans. We utilized ten women,
five men, two young children, and an older adult from the Mixamo site database [54].
Each model presents a trait to ensure a variance in clothes, hair, beard, skin, shoes, and
accessories aligning with various textures, images, and colors. Moreover, variations in
body shapes and heights are implemented further to enhance the realism and uniqueness
of each character. Then, we perform different types of animations on these models to get
the variety of animations and enrich their movements within our environment.
Additionally, collision avoidance algorithms are employed between the different
individuals in the environment to increase the crowd system's realism while ensuring that
interactions between individuals within the crowd are realistic.

3.3 Appearance variety

This section presents the visual characteristics of virtual characters and technical aspects
that influence character appearance design. We need to investigate how various forms of
appearance variation, including shape, clothing, color, and texture, impact the
discernibility of visual clones within crowds, considering diverse human genders such as
women, men, young children, and older adults (Figure 3.2). Each individual is attired in
distinct clothing, ensuring every model possesses a unique texture map encompassing
variations in clothes, skin, and accessories. This approach allows us to manipulate these
terms, aiming to effectively distinguish individuals from one another in simulated crowd
scenarios mirroring real-world situations [155].
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(b)

Figure 3.2:Examples with different templates of the crowd:(a) five women, (b) a young child, an
older adult, and three men.

3.3.1 Shape, clothing, and deformed accessories

To improve the variety of the shape and height of our models, we change the scale
skeleton by specifying a range of height and shape values. This adjustment is applied to
the x, y, and z axes, allowing us to create several skeletons from a single template.

We can also use a way deformer to increase the variety of our models and apply various
effects to the components in our scene. It is helpful for objects and characters. To modify
the various components of the model’s body, we add deformers by using a set of script
mesh deformers written in C#. We apply it on the mesh of clothes and shape and modify
the shape of accessories by using the skinned mesh deformer tool (Figure 3.3) (Figure
3.4). Its features include meshing deformation and modification; using a set of scripts
affects how the components of our virtual human change during animation. It identifies
the model structures and achieves the transformation by attaching a skinned mesh to a
script and assigning it to the associated mesh. Additionally, it is used to rig the skins of
virtual humans so that they can access the mesh and the skeleton.
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Figure 3.3:(a),(b) and (c) represent the deformed shape, height, and clothing mesh by scaling the
skeleton and applying the skinned mesh deformer.

3.3.2 Colors and textures

The most effective approach for avoiding character duplication in a crowd is to use
variations in color and texture. These components are essential in distinguishing identical
characters within a scene, proving that diverse colors and textures successfully separate
human character models that would otherwise appear identical.

To improve the variation’s color and texture of character and render our crowd, we need
to use the human template, which contains a skeleton consisting of joints, a set of meshes,
and a set of texture images to vary its appearances like clothes, skin, hair, beard, shoes,
hat, and eyes [155].
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Figure 3.4 :Editing clothes and accessories by skinned mesh deformer tool.

To improve this approach, we start by loading our virtual humans into Unity3D, a game
engine that supports cross-platform development, and then concentrate on changing
essential features of their appearance.

We will discuss how our algorithm ensures diverse colors and textures. First, it
concentrates on how to change the color and texture of the parts of our character. Each
part's texture is replaced at runtime based on the number of loaded elements. Within our
script, we have implemented classes C#. Each class affected a model to enhance the
diversity of colors and textures for our models (Figure 3.5).

SO

Figure 3.5:(a)(b) Example of various colors and textures outfits in the same template.
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We declared a list corresponding to saving our game objects with their different parts
representing essential elements like hair, eyes, beard, skin, shoes, hats, shirts, and pants.
These parts variables link to the respective renderer component to allow access to the
materials associated with each part.

To establish that textures and colors changed randomly, we have developed a function
that dynamically alters the character's appearance. Various textures2D are stored in a
designated folder, enabling us to load and apply them randomly to different material
components of our character according to its path resources [155].

Additionally, we have developed a function to store these Texture2D assets in a dedicated
array. This setup allows us to reference and apply specific textures using their index
during runtime. Doing so allows us to efficiently manage and dynamically assign textures
to different parts of the character as execution proceeds. The textures for each section are
updated based on the corresponding index in the array that holds the selected assets [155].

This approach lets us easily swap textures during runtime, personalizing our character's
appearance. We have also implemented a reasonable range with appropriate values to
express colors of specific parts such as hair, eyes (Figure 3.6) and beard [155].

It ensures that a range of colors is applied to specific material components of our models.
It 1s accomplished through a dynamic coloring process that assigns distinct hues to each
element, enhancing visual diversity and offering players more customization options
within the scene [155].

When our model is executed, we observe different models within our open environment,
each distinguished by unique combinations of colors and textures. This diversity in
appearance is achieved through our dynamic application of textures and colors to various
parts of the models, showcasing a variety of visual characteristics that enhance the
richness and realism of our environment.
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Figure 3.6:Variation iris color of eyes in same template

Next, we replicate each model on our list to instantiate them and create other characters
that differ from the first characters in appearance. Each character is assigned to a
determined location within the boundaries of our area, distinct from the positions of other
characters. It ensures that our crowd is varied and realistically distributed around the area,
improving our model's overall immersion and visual appeal (Figure 3.7).

The Raycasting technique calculates intersections between characters by projecting from
the current character's position onto others. It ensures that each time we duplicate our
models and increase their number, every character occupies a unique location within our
environment by dynamically adjusting their positions based on these intersections.

Figure 3.7:Enhance the diversity of colors and textures of specific parts of our different models and
forming our crowd appearance variety.

In addition, we use scripting shaders by applying different basic illumination models such
as diffuse reflection, specular reflection, and ambient light to give reasonably good
results.

It is widely used in various graphics systems and provides a simple and efficient approach
to determining surface intensity.
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Algorithm 1: Color and texture variety

Input: list of different templates of characters,
different parts of characters (pants, shoes, eyes, beard, shirt,
hat, hair, and skin),
array of textures images, range colors.
Output: Different textures (pants, shoes, shirt, skin and hat).
Different colors (beard, eyes, and hair).
-For each character do
- Duplicate model.
- Give a random position.
- Avoid intersections.
- Give a random different texture for specific parts
- Give a random different color for specific parts
-End for

This algorithm uses the following denomination:

GetComponent<Renderer>(): Access the Renderer component of a character to read
or manipulate the character’s material.

Material.SetTexture: Use SetTexture to change the texture in runtime.
Material.SetColor: Use SetColor to change the color of the material.
GameObject.FindWithTag: This function returns the first character it finds that
matches the provided tag.

Transform.GetChild(int_index).gameObject: Returns the transformed child at the
specified index. If the transform has no children or the index argument surpasses the
number of children, an error will be produced.

Instantiate (Object original, Vector3 position, Quaternion rotation): Clones and
returns the original object. This function copies an element selected. Cloning a
character, then we change its position and rotation.

List name.Add(Element): Adds an object to the end of the list.

3.3.3 Rendering models under lighting conditions

To realistically represent our models and achieve high visual realism in our crowd
environments, we must simulate them under various lighting conditions. This part of the
simulation evaluates the effects of varying illumination.

We begin by applying the Simple Diffuser. In this case, the light reflects approximately
equal in all directions in our scene. So, applying this type of illumination ensures a
uniform illumination that spreads from any viewpoint in our scene when viewing our
models.
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The Diffuse Reflection is expressed mathematically as:
Ldiff= 1 /;z. P* LLight (n 1) (3.1)

Where LE#" is the light from a light source, L™ (n.1) is the illumination at the surface
with the normal vector # of the surface and the illumination vector of light source /.

P* Lk (y ]) is the overall reflected light, 1/7.P* LY¢" (n.]) is the reflected light toward
the viewer [68] (Figure 3.8).

We can also use Simple Specular to create bright specular highlights on our model so
our models will appear brighter from specific angles. This reflection focuses on the light
reflected by an object's surface in an aspect that depends on the angles of the incoming
light vector and the viewer's perspective. It is written as:

LSpec: Pwhite* LLight.(n.l).(I’.V) m (32)

Where L8 is the light from a light source, L™ (n.1) is the illumination at the surface.
pvhitex [Ligh i [) represents the overall reflected light. P LLight i [) (r.v) ™ is the
reflected light towards the viewer, m is the exponent governing the size of the high light
area, and r is the reflection vector of light direction / concerning normal n [68] (Figure
3.9).

Figure 3.9:Applying a simple specular lighting model on virtual humans.
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Another type of the basic illumination model is Ambient Light or background light like
sunlight; this produces a uniform level of light, which indicates the lighting is constant
from all directions. It is expressed mathematically as:

LAmb: 1/7'CP* Lindirect (33)

Where L ™t s the indirect illumination at the surface, P* L™’  is the overall
reflected light, and /7. P* L "t is the light toward the viewer [68] (Figure 3.10). These
shading models are used in computer graphics to obtain a realistic light rendering in the
environment. For this study, we use the Phong model (Figure 3.11), a local illumination
model applied to our characters to calculate the color of a point on a surface. It consists
of a combination of three components: ambient lighting, diffuse lighting, and specular
lighting. The Phong Shading Algorithm determines the normal at each polygon vertex. It
includes the linear interpolation of the vertex normal over the surface polygon. The
illumination model applies along each scan line to calculate the intensity of each surface
point [69].

Figure 3.10: Simple ambient lighting model on the virtual humans.

The combination of specular, diffuse, and ambient components forms the model of Phong.
Typically, the Phong model is written as a function consisting of three terms, namely the
ambient, diffuse, and specular reflection terms:

Lphong — 1P + Lindirect 4 E Litaht (n.l;) * (1 P
T i t T
i

+ Pwhite (3. 1,)mY)) (3.4)

Where ); Lll.ig "t is the multiple light sources and (n.[;) is the angle between the surface
normal 7, and light source / direction influence the surface brightness [68].

The Phong reflection model's ambient component provides an appropriate intensity level
without direct illumination in our scene, preventing the models from appearing
completely dark. The ambient light is constant over the surface. The diffuse component
depends on the concept that light impacts our models from any direction, is reflected
uniformly in all directions, and adds the object's ultimate illumination.
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The specular component gives our models a shining appearance with highlights that
reflect the viewer's viewpoint and light source position. This model illustrates the
importance of realistic light rendering through its components.

(b)

Figure 3.11:(a) Applying the Phong model on the same virtual human with different textures and colors
of clothes. (b) Applying the Phong model to different templates of our virtual humans with different
textures and clothing colors.

3.3.4 Hair mesh variation

Real-time crowds are developing an interest in gaming because of improved levels of
detail (LOD) techniques. Characters within crowd systems in games have detailed
skinned meshes for their bodies and hair, improving virtual environments' realism and
immersion [155].

Hair is essential in defining one's identity, offering significant insights into age,
appearance, cultural heritage, and personality. Researchers are concentrating on
perfecting hair modeling in computer graphics and virtual reality. We apply many hair
mesh versions for our characters to provide rich appearance characteristics in our
environment and show a diverse range of hairstyles in various colors. To achieve real-
time variation in a character's hair mesh, we employ an array containing multiple hair
meshes that can dynamically attach to the skinned head mesh of our model, ensuring each
looks distinct and unique. These hair meshes are sequentially swapped during runtime,
adding variety to the model's appearance [155].
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Furthermore, we adjust the mesh's placement on the head and modify its orientation,
shape, and color, allowing for further customization and realism in virtual representations
(Figure 3.12).

Figure 3.12:Modify hair meshes having different colors and shapes in the same model.

3.3.5 Adding different accessories

To provide variety to a character's appearance, we use accessories, which are individual
meshes linked to each character, to increase their individuality. We aim to ensure that
each character appears effortlessly and has adequate visual quality. Developing unique
characters in a crowd involves variances in their accessories. However, as the number of
polygons utilized for making these accessories increases, so does the rendering cost for
crowds [155].

Adding accessories to crowds considerably enhances the individual human template
process. Accessories are specific mesh parts that can be added to the original human
models to increase the overall appearance diversity across genders and age models.
Watches, rings, glasses, hats, phones, and bags contribute significantly to this diversity
[155].

52



Modelling crowd variety

We can produce more visually appealing scenarios by providing a crowd with diverse
accessories from multiple human templates. These accessories are smoothly and precisely
attached to a skeleton, ensuring they are positioned correctly based on their type. A hat,
for example, is usually attached to the head, whereas a watch is attached to the wrist [155].

During the initialization of the crowd simulation, each character is assigned a selection
of accessories, which are displayed dynamically at runtime. This approach enhances
visual variety without significantly increasing computational overhead [155].

Accessories may not require any specific modifications to the animation of the virtual
human. Each accessory is represented as a simple mesh and must only be correctly
positioned and oriented on the corresponding part of our virtual human. For example,
items like phones, watches, bracelets, and rings would be attached to the hand joint, while
hats and glasses would be attached to the head joint [155].

Once attached, we can modify their shape, color, and texture to enhance visual variety.
These accessories synchronize with the head and hands as the person moves, maintaining
realistic motion and appearance throughout the simulation (Figure 3.13) [155].

Figure 3.13:Various colored accessories are added and attached to different joints or parts of our models.
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Algorithm 2: Various accessories of characters

Input: list of different templates of characters,
different accessories (bags, watch, glasses, hats, rings, bracelet
phone)
Output: varied accessories
different color accessories
different shape accessories
- Find specific accessory.
- Find character.
- Makes the game object character the parent of the game object accessory.
- Placed accessory.
- Oriented accessory.
- Edit shape accessory.
- Renderer component to access the material.
- Apply a random color to the accessory.

3.4 Crowd animation approach

Real-time crowd simulation is a method for creating the movement of many animated
characters in a virtual environment. The crowd moves in different directions as the
animated characters interact with each other in different ways according to their behavior
or as they stroll through the environment while avoiding each other or avoiding certain
obstacles in front of them. All of these actions contribute to the final collective behavior
of the crowd, which must be performed in real-time.

Our crowd animation approach used in this work aims to generate diverse types of
motions. We make a locomotion cycle to produce different animations for each model
(Figure 3.14). We create an Animator Controller and use animator scripting to achieve
diverse and specific movements for our models. The Animator Controller allows us to
manage and blend multiple animations seamlessly. By scripting with the Animator
component, we can trigger different animations based on specific conditions or user
interactions, adding life and personality to each model. This approach ensures that our
models move realistically and dynamically [1].

Our characters can perform various actions like walking, running, jumping, turning, or
having idle cycles (Figure 3.15). To achieve this, we set up a collection of animation clips.
Once we apply scripting with our Animator component to our model, these animations
are configured to play based on different conditions or player input. This setup ensures
that our characters move realistically and perform actions that bring them to life within
the scene or our environment .

It implements the various animations defined for our models, each with distinct
characteristics and controllable motions.
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Additionally, we can blend and combine these animations seamlessly using Blend Trees
to introduce even more variety.

To organize the Animator Controllers effectively, we employ Sub-State Machine
hierarchies. This approach allows us to define locomotion cycles within individual Sub-
State Machines, ensuring that each layer of the Animator Controller can access and utilize
these defined animations. This structured organization helps manage and integrate
complex animation behaviors while maintaining clarity and flexibility within our
animation system. Animator Scripting is used to bring life to our model’s animations by
adding C# scripting, so we create scripting lines in our work and apply them to our models
to get a realistic result with various motions. One important aspect is dynamically
generating velocity values to control the speed of our animation cycles. These velocity
values provide how transitions between animations occur. For instance, the Animator
Controller can smoothly transition between walking, running, jumping, or idle states
based on these velocity values. The Animator manages these transitions based on the
velocity values we set, ensuring a smooth flow between different animations. This
flexibility allows us to create various motions and behaviors for our characters, enhancing
realism and immersion in our environment [1].

We will explain how our algorithm assures a diverse animation cycle for various types of
virtual humans. First, we positioned our models in random positions and directions. Each
model provides a specific type of walking or running with precise speed values. In
addition, it can jump at a certain height. These steps generate locomotion cycles that
produce different motions for each model. It achieves a good result that improves visual
realism.

-Random positions
-Random directions
-Different types of walking
-Different speeds of walking
-Different types of running
-Different speeds of running
-Different heights jump.

A 84
144

Figure 3.14:Using different animation styles for various models at varying speeds.
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Figure 3.15:Applying different cycles of locomotion to each model to get animations variety.

Algorithm 3: Various animations of characters

Input: walk velocity, running velocity, jump velocity, direction, jump
height, gravity, Character controller, characters.
Output: different cycle animations.
different speed animations.
If (Character controller touches the ground during the last frame) then
Switch (option)
- Case 1: get walk type with walk velocity.
- Case 2: get turn type.
- Case 3: get the run type with run velocity.
- Case 4: get idle type.
- Case 5: get jump type with jump velocity and jump height.
End if

We will examine a strategy demonstrating how our crowd may distinguish its animation
from others. It involves animating our characters with diverse animations and directing
their movement with different speed values along a specified path using basic C#
scripting. Within our open environment, we designate each character's starting point and
final destination. It ensures that each character transforms his position and follows a path
sequence of points to reach his goal effectively [1].

Algorithm 4: Character animation with paths

Input: character, movement, velocity, position list of points.
Output: a path to follow.

- Determinate the initial position of the path

- Determinate the destination position of the path

- Determinate the movement.

- Determinate the velocity

- Determinate the path

- Following the path
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3.5 Crowd collision detection approach

We provide a detailed description of our method to enhance and achieve convincing

results in the realism of collision avoidance within crowds. Collision avoidance is a
problem that needs to be focused on in crowd simulation between the different

individuals in the environment. We must solve this problem and avoid unrealistic results

to ensure an efficient crowd system. Many researchers propose several approaches to
realize collision avoidance behavior in crowd simulation [1].

The algorithm proposed in this study is based on using a technique called Raycasting for
collision detection and possibly for determining visibility or field of view:

Raycasting Basics: It estimates the intersection between our characters during
their movements from the projection of the current character's position to the other
character. It involves casting a ray (a straight line) from a specific point (often a
character's position) in a particular direction (e.g., the direction of movement or
field of view). The ray continues until it intersects with an object in the scene or
reaches a maximum distance.

Collision Detection: In character movement, Raycasting can detect collisions
between the character and other objects in the environment. For example, if a
character is moving forward, we can cast a ray in the direction of movement to
check for any obstacles (like walls or other characters).

Field of View Representation: Raycasting can also determine what is visible
from a character's perspective. By casting rays in multiple directions within a
specified field of view angle, we can check which objects or entities are within
that field and thus visible to the character. We then determine the mass and initial
speed of the type of movement that will be applied to our character (WalkSpeed,
RunSpeed).

Collided characters: The raycasting method determines if our characters have
collided after a certain number of time steps. This stage involves calculating the
distance between them, determining the masses and velocities of each character,
and selecting the faster one.

Newton’s Laws and the concepts of momentum and Kinetic energy
conservation rules: We used them to represent the dynamics of motion
phenomena, calculate the final velocities for each character, and change the
direction. The conservation of momentum and kinetic energy rules are valid
before and after an elastic collision without external net forces.

pr1+p2=p'1+p'>2 =cte (3.5)
K1+K2=K,1+K’2 = cte (36)
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Various mass he veloci ho g Final velocities
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of collision. .
cases. detection.
Scenariol M >>m , vy (M —m) vy = vy
y= —"
And M+m v, =2vy
VM>Vm
Scenario2 M=m o = 2M * vy vy =0
=
And M +m Vi = vy
VM > Vm
Scenario3 M>m Vyu=7v y
And V'y=v oy Vim = U
- Vu<Vm V=V
Scenario4 M=m Vy=v y
And v'm = Unp
VM:Vm

Table3.1: Determination of the final velocity of the characters after the sensing collision by the
raycasting technique, newton's laws, the concepts of momentum and conservation of kinetic energy.

Where, py, Kq, 02, K5, 0’1, K'1, ', and K', are the momentum and kinetic energy of
body 1 and body 2 before and after the collision, respectively [158].

When our two characters collided at two different velocities, vy, and v, and two different
masses, M for the heavier object and m for the lesser one. Along with the sum of the two
momenta, the sum of the two kinetic energies is conserved in elastic collisions.

The two conservation equations are written as follows:

IMvE + Imv2 = IMvZ + Imv)? (3.7)
Mv,y,, + mv,,, = Mv',, + mv',, (3.8)

Where the final velocities of both objects v'y, and v',,, are given. The sums of the velocities
before and after the collision for each object are equal when the two equations are rearranged with
the velocities of one object on one side of Eq. (3.7) and Eq. (3.8) and those of the other on the
opposite side, then dividing the rearranged Eq. (3.7) with the rearranged Eq. (3.8) [159].

vy + Vg = U+ Vi (3.9)

The ultimate velocities following the collision are determined by solving the set of linear Eq. (3.8)
and Eq. (3.9):

Depending on the values of m and M for our colliding characters in Eq. (3.8) and Eq.
(3.9), we disregard the smallest value and get the final velocities v'y;and v',,, (Table 3.1).
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We derive a valid method for collisions from Newton’s Laws, the laws of momentum,
and kinetic energy conservation. It provides a way to determine the final velocities after
detection collision using the Raycasting technique without external net forces, according
to each character’s initial masse and velocity (Figure 3.16) [1].

In the second scenario, when the masses are equal, the final velocity v’y of this character
will be reduced to a small value for some seconds. At this time, the second character will
change his/her direction and take the velocity of the first character to move. After steps
of seconds, both of them will take their first velocity [1].

To ensure that we examine all possible conditional cases that could occur between
characters, we have added two additional cases based on the same previous data. In these
two situations, the end velocity used to predict the occurrence of a collision is the same
as the initial velocity of the two characters before the collision [1].

Algorithm 5: Collision detection

Input: initial masse, direction, initial velocity, ray range, characters,
character controller, positions, and orientations.
Output: final velocity,
final direction and rotation.
distance
If (collision occurs) then
- Calculate distance.
If( V>Vmand M>m) then (v'y = vy and v, = 2 vy)
Else if( V\>Vyand M =m) then (v'y, = 0 and v',, = vy)
Else if( Vi,)>Vyvand m>M) then (v',, = v, and v’y = 2 vp,)
Else if( Vi,»>Vy and m=M) then (v',, = 0 and v’y = vy,)
Else if( V<V, and M>m) then (v',, = v, and v’y = vy)
Else if( Vi, <Vy and m>M) then (v',, = v, and v’y = vy)
Else if( Viz=VM and m=M) then (v',, = v, and v'y, = vy)
End if
-Change direction.

-Change rotation.
End if
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. The Masse
( C) = Initial Velocity

= §»Field of View of character

Collider of character

(d) (b)

Figure 3.16:Examples of two cases of collision

(a) Perception with no collision of the first Scenario. (b) Final velocities are determined according to the
initial different velocities and masses of characters by Newton’s Laws, as well as the concepts of
momentum and kinetic energy conservation after detection collision by the Raycasting technique. (c)
Perception with no collision of the second Scenario. (d) Final velocities are determined according to the
different initial velocities and equal masses of characters by Newton’s Laws, as well as the concepts of
momentum and kinetic energy conservation after detection collision by the Raycasting technique.

3.6 Conclusion

This chapter explores various methods that include multiple aspects to appeal to a diverse
crowd. First, we ensure visual diversity among crowd characters to avoid the perception
of unrealism. It includes investigating the impact of appearance variations such as shape,
clothing, color, and texture on distinguishing individuals within crowds. The study
encompasses diverse human genders and age groups, ensuring each character is uniquely
attired with distinct textures and colors covering variations in hair, skin, and accessories.
In addition to visual diversity, the chapter details a crowd animation approach aimed at
enriching realism through a wide range of motions. It includes creating locomotion cycles
specific to each character model, allowing for various movements during the simulation.
Such diversity in motion contributes to a more dynamic and effective representation of
crowds in virtual environments. Furthermore, the chapter introduces an algorithm
utilizing Raycasting for collision prevention among characters. This algorithm is
grounded in fundamental physics principles, including Newton’s laws, momentum
conservation, and the conservation of kinetic energy.

By applying these principles, the algorithm accurately computes the final velocities of
characters involved in potential collisions, ensuring realistic and reliable outcomes in
crowd simulations. Finally, the chapter integrates visual diversity, dynamic motion, and
physics-based collision avoidance to enhance the realism and believability of crowd
simulations, making them more immersive and compelling for various applications,
including virtual environments and interactive simulations.

60



Chapter 4

Experiments and results

4.1 Introduction

The model presented in this chapter demonstrates our contribution to this thesis. The
results provide a performance that effectively includes crowd variation inside the system
while providing various features.

This chapter includes a comprehensive review of the suggested model, including the
experiments and results acquired during the thesis. We start establishing the context for
Unity 3D and C# programming, followed by an overview of the system architecture and
an extensive description of our implementation process. A number of concepts are
provided to demonstrate the feasibility of crowd variation, focusing on their importance
in improving the system's flexibility. We then validate the model by examining results
aimed at increasing the significance of our crowd system. We examine the combinations
utilized to provide appearance and animation diversity, determining the model's overall
performance. Finally, we will present a conclusion in the following part.

4.2 Unity 3D and C# programming context

Unity, an effective gaming engine, is becoming increasingly popular among game
creators. One of the main reasons for its popularity is Unity's ability to bring together
developers with varied skill sets who collaborate on projects in an efficient and flexible
process. Unity contributes to game production by providing a user-friendly interface, a
flexible scripting framework, and an extensive library of materials. It is a powerful game
creation and 3D development tool, allowing users to interact with 3D design models
within the Unity environment.
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When producing games in Unity, creators use C#, a popular and influential programming
language designed expressly for Unity 3D development [67]. Unity Game Engine creates
video games for web applications, desktop platforms, consoles, and mobile
devices. Unity is the world's most popular game engine for development. Unity
Technologies developed Unity 3D. C# is utilized because of its excellent connections to
Unity, flexibility in implementation, and a strong community that offers sufficient tools
and help for developers working on immersive projects [70].

4.3 System overview

Our objective is to enhance the functionality of our crowd variety by incorporating and
manipulating various elements (Figure 4.1). The process begins with presenting scene
data, including human models equipped with textures, skeletons, and meshes.
Subsequently, we set up the environment, positioning virtual humans and a directional
light to ensure accurate color perception based on photons' energy distribution. This
initial step in rendering involves assigning different positions and orientations to our
models, thereby achieving a more visually diverse array of instances of the same model

To further enhance visual quality, first, we save each model in a list; then, we can
duplicate them and modify their colors and textures. We manipulate the virtual human's
color and texture by editing each model part's material. We create arrays that save textures
according to the type of parts of models to apply them randomly, such as pants, shirts,
shoes, and skin. We assign a material using a shader, colors, textures, and property values.
The shader file dictates the color of each pixel, modifies the character's material color,
and introduces a texture with a color value to enhance the overall effect. Utilizing the
shader to blend pixels, representing the character's surface color determines how pixels
are rendered.

Depending on our investigation of color effects, we used focused color changes to
increase the variety in our models, particularly in hair, hats, eyes, beards, and bags. This
method increased their visual impact and used effective value combinations to create a
more impressive overall appearance.

This approach involved pixel mixing with an Alpha source to control transparency levels.
We developed a method for obtaining RGB colors from textures and colors, resulting in
a transparency range from 0.0 to 1.0. We then calculated the Alpha values within this
range to achieve optimal color rendering for each piece, resulting in precise and colorful
visual results.

Furthermore, we modify the shapes and heights of our models, including accessories that
are carefully attached to precise joints for smooth integration. Each item is treated with
effective color and texture modifications to reflect the overall style. This approach
ensures that each modification enhances the model's design while preserving
functionality and visual accuracy. After determining these terms, we render the models
using basic illumination shaders and Phong models.
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To infuse life into these models, we incorporate diverse movement types through various
animations, forming a locomotion cycle applied simultaneously to each model via a C#
script. We describe our collision avoidance method utilizing Raycasting, grounded in
Newton's laws, momentum laws, and kinetic energy conservation. This algorithm yields
accurate character final velocities [1].

In order to optimize the Frames Per Second (FPS) speed in our scene, we apply Occlusion
Culling. This technique operates on the principle of removing objects hidden behind
others. Consequently, only the characters remain visible within the camera's field of view,
and other objects in our environment are not rendered. It enhances our scene's overall
performance and visual experience.

Crowd variety
1'[Rendering:
Appearance variety Animation variety
| [
\J Y \] Y
i i -View perception field

Random Colqr Form adjustment Collecuop of vared Collision detection : g -
Texture Swapping motions. -Raycasting

oty | ST e Contrl peed Newon'slaws ules

' : -Kinetic energy conserved
[ Skin ("Eyes ¢ ¢ # Momentum conserved
Shoes ) Adjust clothing Determining the Physical Initial mass
Har - mesh Path principales N
Clothes Bracelet|_Mesh deformed ¢ ¢ nitial velocity
Beard  |Glagses  Skinned e l -Absence of external forces
eforme: )
Accessories{ ateh accessories shape Following the Path colision avoidance
L Ring
Hat i3
Direction and
| Phone Final Velocity ~ Orientation
Adjustment

Figure 4.1:Different stages of system overview.

4.4 Crowd system results and discussion

The simulation of our virtual humans was executed on a Windows 10 computer equipped
with an Intel 15 core operating at 2.70 GHz, an AMD Radeon graphics card, and 16 GB
of memory. Our pedestrian system comprises shader files for rendering models and C#
code files, facilitating the simulation of virtual humans within Unity 3D version
2018.3.2f1 (64-bit). We implemented and tested the approaches discussed here, resulting
in a crowd system that features diverse virtual characters [155].
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This system showcases various appearance, shape, animation, color, texture, clothing,
accessories, and rendering techniques, ensuring higher-quality results.

4.4.1 Crowd density and appearance variation in an open environment

This system allows us to simulate crowds in real time within different environments. We
start with open environments, which allow us to showcase dynamic scenarios where our
simulations feature many characters, each uniquely styled with randomly selected colors
and textures in model lighting (Figure 4.2). In our testing phase, we conducted extensive
experiments to analyze how varying the number of virtual humans and the diversity of
textures and colors impact different aspects of our characters. We precisely calculated
each scenario's frames per second performance to determine system efficiency.

Our results obtained an explicit association: as the number of characters increased, the
complexity increased, introduced by the number of displayed characters and the variety
of textures and colors applied to each. However, the frames per second (Frames per
second) decreased. The function of the FPS values is calculated for each execution in
scenarios according to the number of characters and the addition of textures and
colors. The performance of a display device is measured in frames per second (FPS). It
is a number that displays and demonstrates the program's or game's strength and
efficiency, and it indicates the display operations on the screen and the screen update
operations per second for sequential images.

Our studies indicated significant changes in FPS as we added varied combinations of
textures and colors to our virtual characters. Specifically, scenarios with greater texture
diversity and color variation proved to have lower FPS values due to increased
computational effort. This correlation emphasizes improving resource allocation and
rendering processes to ensure consistent real-time performance. Due to the complexity of
our scene, which depends on the mesh of the virtual humans, the geometry of each
character, colors, and image textures apply. It scales O(n) and reflects the recursive nature
of the instantiate method. It is an excellent method for effortlessly creating character
models within our sceneries. This flexibility allows us to clone characters with precise
direction, position, and rotation specifications. Our system can generate a visually diverse
crowd features instances of each character type. It demands significant memory
allocation for storage but yields visually compelling results, enhancing details like skin,
eyes, hair, and clothing to build a more realistic and interesting virtual environment
(Figure 4.3).
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Figure 4.2:Crowd simulation with varied color and textures in an open environment.

Different | Number of Number of Number of Frames per
scenarios | characters different different colors | second(ms)
Textures applied applied

Scenariol 20 84 34 59
Scenario2 70 294 119 43
Scenario3 150 630 255 22.9
Scenario4 310 1302 527 12
Scenario5 800 3360 1360 10
2000 900
1800 800
1600 700
1400 600
1200 500
1000

500 400

600 300
400 200

200 100

0 —_—t s [—T—— 0
Scenariol Scenario2 Scenario3 Scenario4 Scenario5

mmmm Number of different colors applied  mmmm Number of different Textures applied

Number of characters

Frames per second (ms)

Figure 4.3:The performance evaluation of our approach in five different scenarios included
investigating the impact of different textures and colors on changing FPS values.

To the scalability of our simulation, we varied the size of simulated crowds by adjusting
their shape and height parameters. Each simulation run produced varying results
regarding frame rate stability, particularly when scaling our character models using

random ranges.
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For instance, the frame rate was measured at 60 (ms) for 20 characters, 63 (ms) for 80
characters, and 62 (ms) for 160 characters. Additionally, we observed an increase in the
number of polygons, reflecting the growing complexity in the scenes as indicated by our
crowds' vertex and triangle counts.

This increase in mesh data significantly impacts scene complexity. It emphasizes the
diversity of characteristics in the heights and shapes of virtual individuals, preventing us
from seeing the similarities in their physical appearances. It demands more significant
memory storage capabilities (see Figure 4.4).

Different Number of Number of Number of Frames per
scenarios characters Triangles(K) | Vertex(K) second (ms)
Scenariol 20 97.6 78.6 60
Scenario2 40 146 97.2 58
Scenario3 80 226.4 147.5 63
Scenario4 160 343 234 62
160
140
120
100
80
" P _— L e
40
20 -
0
Scenariol Scenario2 Scenario3 Scenario4

B Number of characters Frames per second(ms)

Figure 4.4:The performance evaluation of our approach in four different scenarios included
investigating the impact of different shapes and heights on changing FPS values.

(Figure 4.5) illustrates the variation in the number of accessories each character can wear,
ranging from O to 10, such as watch, glasses, phones, bags, rings, bracelets, and hats, each
with different colors and textures. Our tests focused on how these accessories impact
frame rates. Across the four scenarios depicted in (Figure 4.6), we observed a decrease
in frames per second as the number of characters increased. This effect proved effective
in achieving results comparable to more computationally expensive methods that
changed character shapes and used a variety of textures, colors, and meshes. This effect
was comparable to more computationally intensive methods that modified character
appearances using a variety of textures, colors, and models. Maintaining individuality
among crowd members is important, especially when their similarities are precise [155].
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Figure 4.5:Crowd simulation with varied hair, accessories colored and textures in an open environment

Different Number of Number of accessories Frames per
scenarios characters Applied to characters second(ms)
Scenariol 30 20 23
Scenario?2 60 40 14.6
Scenario3 120 80 10
Scenario4 240 160 10
250
200
150
100
: M
; o B - - -
Scenariol Scenario2 Scenario3 Scenario4

B Number of characters
B Number of accessories applied to characters

Frames per second(ms)

Figure 4.6:The performance evaluation of our approach in four different scenarios included
investigating the impact of adding various accessories and hair followed by changing FPS values.
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4.4.2 Crowd density and animation variation in an open environment

Our approach introduces diverse movements by positioning the crowd in an open
environment, allowing for dynamic and varied interactions. (see Figure 4.7), each
template model exhibits distinctive gaits and actions while ensuring no collisions. These
range from idle state, jumping, walking, strolling with a briefcase, gracefully cat walking,
the unique gait of an older adult, walking with happiness, performing a rhythmic hip-hop
dance, walking while texting on a phone, to running movement. Each model can conduct
certain kinds of movement and can vary the movement he does along a predetermined
path. The animation is defined by a specified speed of 1 to 50 (m/s). These speed
values are determined to ensure the results are realistic and visually appealing, improving
the overall sense of movement within the parameters set. So, each person varies in their
own, which reflects their unique characteristics and activities (see Figure 4.8) [1].

Figure 4.7:Animation crowd without collision. The start position represented by (yellow) circle, the
destination position shown in (green) circle. The circles represented with (bleu) circles displayed our
different paths to follow by characters.

In another approach, we handle character animations in scenarios involving collisions
among them (Figure 4.9). Each character is animated with locomotion of different
movements and different speeds, enabling interactive collisions where they can collide
with each other. We use collision detection algorithms based on Newton's Laws to handle
these collisions effectively, emphasizing momentum and kinetic energy conservation
principles.

This method accurately computes final velocities after collisions using raycasting
techniques, assuming no external forces are involved, and considers each character's
initial mass and velocity [1].

68



Experiments and results

. Number | Number of Range of Frames per
Different S
. of animation movements speed | second(ms)
scenarios . .
characters | types applied applied
Scenariol 7 11 [1 m/s,50 m/s] 60
Scenario2 14 22 [1 m/s,50 m/s] 59.1
Scenario3 21 33 [1 m/s,50 m/s] 58.7
Scenario4 63 99 [1 m/s,50 m/s] 55
100
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B Number of characters ® Number of animations type applied

Frames per second (ms)

Figure 4.8:The performance evaluation of our approach in four different scenarios included
investigating the impact of adding various types of animations with different speed values on changing
FPS values.

An occlusion culling algorithm performed on the static model could help speed up the
rendering. (Figure 4.10) illustrates the computed results of FPS graphics before and after
occlusion culling implementation. It is available in four cases according to the number
of virtual characters. The data is presented in four distinct cases, each corresponding to
varying numbers of virtual characters. The application of occlusion culling resulted in an
observable increase in FPS speed across four distinct scenarios, showcasing an
enhancement in our project's runtime performance. When using occlusion culling, Unity
divides the scene into cells and generates data describing each cell's geometry and the
visibility relationships between adjacent cells. Unity then optimizes by merging cells
whenever possible, reducing the final data's size. Occlusion culling, as a feature, functions
by turning off the rendering of objects that are not within the camera's view due to
occlusion by other objects.
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Figure 4.9:Scenariol of crowd animation with collision detection. (a) Perception with collision: The
(green) arrow represented the field of view of character, the velocity before collision shown in (red)
arrow. (b) The detection of collision between two characters collided. (c) After the detection of collision
by raycasting technique. (red) arrow represented the final velocities according to the initial different
velocities and masses of characters by Newton’s Laws, the concepts of momentum and kinetic energy
conservation after collision detection.
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Occlusion culling is essential for improving efficiency, particularly in complex scenarios;
therefore, during runtime, the virtual environment's data scene is loaded into memory,
and occlusion culling is used to identify objects in the camera's view. This initial
processing reduces the number of objects treated, which improves overall performance.
Eliminating certain items in the rendering pipeline allows us to focus resources on
rendering what is visible to the viewer.

Number of FPS FPS graphics after
characters graphics | applying occlusion culling
11 92 124
55 58 81.2
220 13.2 24.6
1000 3 4.2

Table 4.1:The change in FPS values of each run before and after the application of occlusion culling with
a total of 1000 characters.
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Figure 4.10:The change of FPS graphics before and after applying occlusion culling for different
numbers of characters.

4.5  Analysis and validations of results

4.5.1 The performance evaluation of our appearance variation approach by
exploring the maximum combinations of elements

To confirm the accuracy of our results, we determine the combinations of the total
number of elements used to enhance the variety in appearance, selecting a specific
number of elements at a time. The results below include all possible situations in our
virtual environment when all components that ensure variations in appearance, height,
and form are applied, where H represents the number of all characters used in our model,
A indicates the number of all accessories used for our characters, P is the number of all
textures used for pants, R represents the number of all textures used for shirts, B refers to
the total number of textures used for bodies, IV represents the total number of hair types
used for characters, M is the total number of hair colors, F is the total number of form
values, and G refers to the total number of height values [155].
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Max_Combina_app is the value of each model's maximum feasible combination terms
that contribute to our appearance variety.
H+*xA*P*R*B*N=*M*F*G=Max Combina_ app “.1)

e The maximum feasible men's combination terms that contribute to appearance variety:

(1*5%«*4*«5%«4%x4*«x7+«8+«8)*5=(716800) *5
=3584000.
e The maximum feasible women's combination terms that contribute to appearance
variety:

(1*7*4*x5%4*x4%«7x8%x8)*10=(1003520) *10
= 10035200.
e The maximum feasible young children's combination terms that contribute to
appearance variety:

(1*5%4*x5%4*x4+%«7x8%x8)*x2=(716800) *2
= 1433600.
e The maximum feasible older adult’s combination terms that contribute to
appearance variety:

(1*5%x4*x5%x4x8%8)*x1 =(25600) *1
= 25600.

Number of characters in

different scenarios

Visual appearance diversity
considering maximum

combination values

Scenariol ,H=18 15078400
Scenario2 ,H=72 60313600
Scenario3 ,H=144 120627200
Scenario4 ,H=720 603136000

Table 4.2:The maximum combinations values that enhance visual appearance diversity of different
templates on different scenarios.

We realized that our system could generate an extensive selection of character
appearances by combining a variety of essential factors such as the type and number of
characters, the number of accessories, the textures of pants, shirts, and skin, the kind and
color of hair, the height, and the shape of models. The number of feasible appearance
combinations increases according to the number of characters in diverse scenarios. For
example, employing 1080 characters can produce approximately 904 million distinct
combinations in our system.
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This exponential expansion dramatically increases the diversity of our character
appearances. To further this diversity, we may enhance the number of accessories and
add different textures to pants, shirts, bodies, and hairstyles. Furthermore, introducing
differences in shape and height will increase visual diversity, resulting in more believable
and varied character visuals.
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Figure 4. 11: Exploring the maximum feasible combinations of elements in our diverse appearances
according to the number of characters involved.

4.5.2 Evaluation of the performance of possible combinations of our approach for
changing appearance using a particular number of element sets for different
characters.

This process represents the number of distinct ways to improve the appearance variety
by choosing terms at a time. We must determine the number of possible combinations for
all terms across various scenarios.

Ch.Ca.CB.Ck.CB.cR.cp.ck.c8 = Possible_App_Var “4.2)

To start, we assign specific labels to each element related to an account:
- H indicates the total number of characters, while A indicates the number of
characters considered.

-+ A represents the total number of accessories, with a specifying the number of
accessories used by the model.

- P stands for the total number of textures for pants, and p signifies the number of
textures for pants assigned to the model.

- R refers to the total number of textures for shirts, whereas r indicates the number of
textures for shirts assigned to the model.

+ B is the total number of textures for bodies, with b representing the number of
textures for bodies assigned to the model.
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- N represents the total number of hair types, and n specifies the number of hair types
assigned to the model.

+ M represents the total number of hair colors, and m specifies the color number of
hair assigned to the model.

- F indicates the total number of form values, and f'specifies the form value assigned
to the model

- G refers to the total total height values, and g specifies the height value assigned to
the model.

+ Possible App Var indicates the number of possible combinations of these different
terms that contribute to our appearance variety.

Next, we determine the number of possible combinations in our scene according to the
various terms defining our models' appearance variety. So we will define our variables as
follows: H =5 for the total number of both men and women characters and A=1 for the
characters being considered; 4A=5 for the total number of men’s accessories A=7 for the
total number of women’s accessories and the values of the variable a represent the
number of possible accessories that can used by the model; P=4 for the total number of
pants textures and p=I for the pants textures assigned to the model; R =5 for the total
number of shirt textures and =1 for the shirt textures assigned to the model; B=4 for the
total number of body textures and b=I for the body textures assigned to the model; N =4
for the total number of hair types and n=1 for the hair types assigned to the model; M =7
for the total number of hair colors and m=1 for the color number assigned to the model;
F=8 for the total number of form values and f=I for the value of form assigned to the
model; G =8 for the total number of height values and g=I for the value of height assigned
to the model.

Using these variables, we derive the following formula:

. Possible appearance combinations of five men:

(ci.(ct+cz2+c2+c2+c2y.ci.ct.ci.cl.ci.ci.cdy=

5 =(5%(5+10+10+5+1) *4%5%4*4%7*g*8) *5
=111104000.

. Possible appearance combinations of ten women:
(Cio-(CE+C2+C3+C2+C5+CS+
C7).ci.ci.ci.cl.ci.ci.cH*10=(10*(7+21+35+35+21+7+1)
FQESFAFAFTERER) *10) = 1820672000.

e Possible appearance combinations of two young children:
(ci.ct+cz2+c2+c2d+c2.ci.ct.ci.cl.ci.ci.cdy=
2 =2*%(5+10+10+5+1) *¥4*5F4*4*7*8*K) *2

=17776640.
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e Possible appearance combinations of older adult:

(Ci.(ct+c2+c2+c2+c2).cl.ct.cl.ci.cd =
1 =(1*%(5+10+10+5+1) *4*5%4*8*8) *1]
= 158720.

After examining the possible modifications for the appearance and shape of our different
characters, we obtained many possibilities for creating diverse appearance characters. Our
model has further opportunities for diversity when we add different genders of characters
and enhance the number of textures of clothes and skin, as well as the amount of hair and
color styles. This strategy allows us to include more variation and individuality in our
character models.

4.5.3 The performance evaluation of our animation variation approach by

exploring the maximum combinations of elements

To ensure the precision of our animation results, we identify combinations of elements that
increase diversity. We start by selecting some aspects like movement type and the speed
affected for each character. This process calculates the various ways to select these factors
at the time. We must identify the maximum combinations for these elements across multiple
scenarios, where H represents the number of all characters used in our model, 7 is the
maximum number of animation types utilized by each character, and V indicates the number
of the maximum speed values assigned to each character [1].

Max_Combinations_Anim is the value of the maximum feasible combination terms of each
model that contribute to our animation variety.

H* T * V=Max Combinations_ Anim “4.3)

e The maximum feasible models combination terms that contribute animation variety:

1810 x50 = 9000.

Number of characters Visual animation diversity
in different scenarios considering maximum

combination values

Scenariol ,H=18 9000

Scenario2 ,H=72 36000
Scenario3 ,H=144 72000
Scenario4 ,H=720 360000

Table 4.3:The maximum feasible combinations values that enhance visual animation diversity of different
templates on different scenarios.
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800 400000
700 350000
600 /v 300000
500 / 250000
400 'f’ 200000
300 .,»’“x 150000
200 / £ 100000
100 )_,,ew'"’i 50000
0 —— ‘f"- 0
scenariol scenario2 scenario3 scenariod

mmmm Number of characters in different scenarios

Visual animation diversity considering maximum combination values

Figure 4.12: Exploring the maximum feasible combinations of elements in our diverse animations
according to the number of characters involved

We noticed that our system may produce an immense variety of motion types by
combining essential factors, such as the number of characters and types of movements
available at various speeds. As the number of characters in different settings increases,
the variety of possible motion combinations also expands. For example, using 1080
characters, we may generate around 540000 distinct combinations in our system. This
expansion significantly increases the variety of our characters' movements. We can add
more character types and other different motion styles to further this diversity, resulting
in more visually dynamic and accurate animations. It significantly enhances our capacity
to provide various animations for crowd scenes [1].

4.5.4 Evaluation of the performance of possible combinations of our approach

for changing animations using a particular number of element sets for different
characters.

The following process describes the different concepts for increasing animation variation
by selecting elements simultaneously. We have to determine the number of possible term
possibilities across various contexts.

Ch.CL.CY.= Possible_Animation_Variety (4.4)
To begin, we assign precise labels to each item relating to an account:

- H indicates the total number of characters, while & indicates the number of
considered characters.
« T represents the total types of animation utilized by our models, with # specifying
the type of animation used by the model.
V refers to the height value of speed animation for our characters, and v signifies
the speed value assigned to the model during its animation.
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- Possible Animation_Variety indicates the number of possible combinations of
these different terms that contribute to our animation variety.

Next, we determine the number of combinations in our scene according to the various
terms defining the animation variety for our ten distinct models. So we will define our
variables as follows: H =10 for the total number of characters and A=1 for the characters
being considered; 7=10 for the total number of types of animation utilized by our models
and #=1, =4 for specifying the number of types of animation used by the model during
its animation; V=50 represent the height value of the speed animation for our characters
and v=I signifies the number of speed value assigned to the model. Using these variables,
we derive the following formula:

° Possible combinations of our different characters:
(C1o.(Clo +CT0)-(CEp)) 18 =(10* (10 +210) *(50)) *18
= 1980000.

4.5.5 The performance evaluation of our appearance and animation variation

approach by exploring the combinations of elements sets

(Refer to Figure 4.14), we utilize different complex environments, like cities, Haram
mosque area, and forests. These places are populated with a variety of templates for
virtual humans. The crowd within this environment interacts and moves within our scene,
presenting a more realistic portrayal. This realism is emphasized due to the elements that
form the appearance and shape of the characters in the environment. The virtual humans
move in a different complex environment modeled with several polygons. Each character
is articulated with a skeleton and fully skinned and animated with a specific type of
animation to detect the happening of collision. We tested this factor because it might help
increase variety. So, we were not just evaluating appearance and ignoring the motion.
motion.

To confirm the accuracy of our results, we determine the combinations of the total
number of elements used to enhance the variety of appearance and animation crowd. We
determine the number of all elements. The results below include all feasible situations in
our virtual environment when all components that ensure variations in appearance,
height, form, and animation are applied:

H*xA*xP*xR*B*N+*M*xF+*Gx*Tx*xV =Max Comb “4.5)

e The maximum feasible men's combination terms that contribute appearance and
animation variety:

(15«4 *x5%x4%x4«x7x8x8x10*50) 5 =(358400000)

*5
=1792000000.
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e The maximum feasible women's combination terms that contribute appearance and
animation variety:

(1 *x7x4*x5%x4x4x7x8x8x10*x50) 10 =(501760000) *10
=5017600000.

e The maximum feasible young children's combination terms that contribute
appearance and animation variety:

(1 *5%x4*x5%x4%x4x7x8x8*x10=50) 2 =(358400000) *2
= 716800000.
e The maximum feasible older adult’s combination terms that contribute appearance
and animation variety:

(1*5%*4*x5%x4x8*x8*10*50) 1 =(12800000) *1

= 12800000.
Number of characters Visual appearance and
in different scenarios animation diversity

considering maximum
combination values

Scenariol ,H=18 7539200000

Scenario2 ,H=72 30156800000
Scenario3 ,H=144 60313600000
Scenario4 ,H=720 301568000000

Table 4.4:The feasible combinations values that enhance visual appearance and animation diversity of
different templates on different scenarios.

800 3,5E+11
700 3E+11
600

2,5E+11

500

2E+11
400

1,56+11
300 /
- 1E+11
- / SE+10

0
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s Number of characters in different scenarios

Visual appearance and animation diversity considering maximum combination
values

Figure 4.13:Exploring the maximum combinations of elements in our diverse appearance and
animation according to the number of characters involved
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Figure 4. 14:(a), (b), (c) and (d) represent examples of the feasible combinations that enhance visual
appearance and animations diversity of different templates on different complexes environments.

According to the table below, four different environments depend on the type, number of
characters in each environment, and the types of character movement. For example, in
scenario (d), during the walking around the Kaaba, movements will be limited to walking
and turning. It should be noted that walking types change between a lady, a man, a young
child, and an older adult.

In addition, we eliminated the consideration of hair type and color for men and women in
this situation and the use of certain accessories, such as a phone, which should not be utilized
in this context. Because of the variances in environments regarding the number of characters,
types of movements, and amount of accessories, the calculations for time in seconds were
different after their simulation. For example, the first environment (a) duration was 61.2
seconds with only 10 characters, whereas the time in the fourth environment (d) was 10.1
seconds with 1000 characters. It is caused by the complexity of the environment, which is
generated by the significant number of components included in each environment. We also
timed 58.7 seconds in an environment with 400 characters and 57.3 seconds in an
environment with 800 characters. As the number of components improves, the time value
decreases, resulting in more variation in appearance and movement.
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Types Visual Variety of Visual Variety of Total Frames
of appearance visual animation visual appearance per
Scenar- diversity appearance diversity animations and second
i0s considering | with feasible | considering | with feasible animation (ms)
feasible combination feasible combination diversity
combination results combination results with feasible

values values combinations
(a) H=10, A=10, | 14336000 T=10 100 1433600000 | 61.2
P=4, R=5, V=10
B=4, N=4
M=7, F=8,
G=8
(b) H=400, 573440000 T=10 100 5734400000 58.7
A=10, P=4 V=10 0
R=5, B=4,
N=4, M=7,
F=8, G=8
(c) H=800, 1146880000 T=10 100 1146880000 57.3
A=10, P=4, V=10 00
R=5, B=4,
N=4, M=7,
F=8, G=8
(d) H=1000, 35840000 T=5 25 896000000 10.1
A=7, P=4, V=5
R=5, B=4
F=8, G=8

Table 4.5:Perform the frames per second in various environments, considering the combinations of
components that impact appearance and animation based on the number of characters involved.

4.6 Conclusion

In this section, we start to discuss Unity 3D in the context of our research. We present the
conceptual foundation of Unity 3D and the programming language C#. Next, we give an
overview of our system, explaining how we combine and improve different elements in a
system. We next describe the results we obtained in calculating the amount of the maximum
and possible appearance and animation variants across different scenarios and discuss their
implementation.

This system facilitates real-time crowd simulation, incorporating diverse approaches across
appearance, shape, animation, color, texture, clothing, accessories, and rendering in the
same system.
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General Conclusion

Computer graphics, Computer graphics, movies, and video games present exciting
challenges for scientists and designers. One such issue is the virtual crowd simulation,
requiring distinct virtual beings with different characteristics and personalities. This
thesis integrates appearance, animation, and collision avoidance into simulations. Our
contribution is summary as follows:

The first contribution is to form a crowd with different characteristics and confirm that
there are no similarities between its components. It is important to perceive several
characters who appear and interact in the same area. However, it is important to improve
that each one differs from the other in terms of appearance, hair, skin, accessories, and
clothes.

Secondly, it is essential to provide a crowd that moves and animates in a distinct manner
from others. We will conclude that each moves uniquely, at varying speeds and in specific
styles, reflecting their routines, personal styles, and objectives.

The third contribution focuses on implementing collision avoidance within crowds by
applying raycasting, Newton's laws, and the principles of momentum and kinetic energy
conservation. It ensures that interactions between pedestrians occupying the same space
are realistically prevented, maintaining consistency with real-world physical behavior
and ensuring collisions and results are consistent with the actual reality.

The strategies examined in this thesis have been applied in various contexts, including
urban areas, open spaces, street settings, and pilgrimage sites around the Kaabah.

Our approaches improved the realism and visual quality of our crowd simulation system.
These practical and adaptable techniques make them appropriate for creating believable
virtual crowds. It emphasizes significant developments in computer graphics, with
feasible uses in gaming, virtual reality, and animation movies.

The fourth contribution focuses on providing the accuracy of our appearance and
animation results by identifying the maximum and possible combinations of parts that
increase diversity.
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General conclusion

We determined specific elements such as the number of characters, accessories, clothes
and skin textures, hair types and colors, character sizes and heights, movement styles,
and speeds for each character. We obtained convincing results that demonstrate our
reason for contributing to crowd diversity.

We have outlined several areas for future enhancement. First, exploring crowd behavior
algorithms could significantly improve the realism of our system by using behavioral
rules for decision-making.

Another key improvement involves refining how characters animate and avoid obstacles,
ensuring that their positions, velocities, and motion properties account for factors like age
and exceptional cases like people with disabilities.

Expanding our system to support more accessories attached to different model joints
would enhance its versatility. These accessories should be compatible with various
animations and adjust to movement speed and type to achieve more realistic and practical
outcomes.

We intend to classify characters and provide characteristics that affect their appearance
based on behavior, kind, and age. For example, facial characteristics and physical
movements can be personalized, and certain accessories can be assigned based on the
character's behavior and actions. For example, an elderly individual will have different
behavior, movement, and facial characteristics than a young one, and women will differ
from men. We aim to apply reinforcement learning for character animation and obstacle
avoidance, enabling adaptive crowd navigation across diverse scenarios. It will facilitate
effective autonomous navigation for multiple agents in more complex environments.
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